What Drives Scientific Research in Education?
Questions, Not Methods, Should Drive the Enterprise

By Richard J. Shavelson and Lisa Towne

For more than 100 years, education research as a scientific endeavor has been at the center of scholarly and political debate. With the recent advent of "evidence-based" policy and practice in education and related fields, the debate has taken on heightened importance and political overtones. In the summer of 2000, a bill to reauthorize the primary federal education research agency included a legislatively, not scientifically, devised definition of what constitutes "scientifically based research" in education. This action signaled the field's lack of credibility with policymakers and the high stakes associated with articulating and upholding standards of high quality science.

That was the context, in the winter of 2001, when a National Research Council committee met to address three related questions in response to a request from the National Educational Research Policy and Priorities Board: 1) What are the principles of scientific quality in education research? 2) How can a federal research agency promote and protect scientific quality in the education research it supports? 3) How can research-based knowledge in education accumulate? About a year later, we published our answers to these questions (Shavelson & Towne, 2002), being careful to point out that our charge was to explore the scientific basis of education research, and that "... historical, philosophical, and literary scholarship can and should inform important questions of purpose and direction in education."

Since the release of the NRC report, public debate has intensified, and several congressional and executive branch actions have focused on bringing scientific research to bear on education policy and practice. A strong focus of these efforts has been on shoring up the (perceived) low quality of current scholarship by pushing the use of randomized field trials - held as the "gold" standard - in education research.

RESEARCH QUESTIONS AND METHODS
In the course of our deliberations, we inevitably took up the contentious topic of the design of education research. At one extreme we found some experimentalists (and policy makers) who believed that unless research involved a randomized trial, it was not scientific and not worth doing. At the other extreme were postmodernists who didn't put much stock in scientific research of any kind. Committee members held a wide range of views on what they considered to be scientific.

Perhaps the committee's greatest contribution was to recognize that defining scientific research by method was wrong-minded. It's the question - not the method - that should drive the design of education research or any other scientific research. That is, investigators ought to design a study to answer the question that they think is important, not fit the question to a convenient or popular design.

In hindsight, this idea should have been obvious once we had argued our way to the conclusion that scientific research in education was, in general, like scientific research in the social and natural sciences, and should:

- Pose significant questions that can be investigated empirically
- Link research to relevant theory
- Use methods that permit direct investigation of question
- Provide a coherent, explicit chain of reasoning to rule out counter-interpretations
- Replicate and generalize findings across studies
- Disclose research to encourage professional scrutiny and critique

To be sure, each area of science has crafted its methods to fit its paradigmatic questions and phenomena, something that scientific philosopher Thomas Kuhn pointed out decades ago. This is
true of education as well as the natural and social sciences. What is common among methods is that they build into research design the characteristics of scientific research, such as ruling out counter interpretations and generalizability, enumerated above.

**TYPES OF QUESTIONS AND CORRESPONDING METHODS**

The insight that the method should follow from the question, now pretty obvious and something graduate students often hear from their professors, led to another conundrum. There are so many research questions, how do we say anything cogent about method? The committee reasoned that most scientific research questions were of three general types: 1) What's happening? 2) Is there a systematic (causal) effect? And 3) what is the causal mechanism or how does it work?

**What's Happening?**

The question - what's happening? - asks for a description. We could ask this question in a materials science laboratory or in a middle school. We could describe the years of experience possessed by elementary school teachers in the United States, or the types of science instruction students receive, or the changes in students' mathematics achievement over 20 years. In these cases, statistical estimates of population parameters could be obtained from available national surveys. Or we could describe what school, home, and community look like though the eyes of an inner-city youth using ethnographic methods. Or we could describe different approaches to the assessment of learning in colleges and universities that have been nominated as "exemplary" using case study methods.

Holland and Eisenhart's (1990) study exemplifies scientific research into what's happening, and, as we shall see, beyond. They were concerned about explanations for why so few women pursued careers in non-traditional majors such as science: women were not well prepared before coming to college, women were discriminated against in college, women did not want to compete with men for jobs.

They began their study by describing, in depth over several years through ethnography, the lives of 23 volunteer women from two small public residential colleges. Half of these women pursued traditional careers and the other half non-traditional careers. They were matched on grades, college majors, college activities, and college peers. Based on extensive, detailed data collected through participant observation and interviews, Holland and Eisenhart found that what best described these women's academic pursuits were, *contrary to popular conjecture*, how they viewed the value of schoolwork, what their reasons were for doing school work, and how they perceived financial and opportunity costs. Simply put, detailed description of the college lives of these women portrayed their career trajectories in a very different light than the distal conjectures based on statistical data.

Now if you are thinking, "Well, this is just idiosyncratic description and is suspect," Holland and Eisenhart are one up on you. They took the next step, going beyond description and entering the arena of model testing (see below) by predicting with their descriptive models what each of the 23 women would do after college: continue in school, get a job in her field, get a job outside her field, get married, etc. At the end of four years and another three years, they followed these women up with telephone interviews. In all 23 cases, predictions based on their model of commitment to schoolwork were confirmed. In all cases, their model provided a better predictor than did data on pre-college preparation (grades and courses taken), discrimination against women, or feelings about competing with men.

**Is There a Systematic (Causal) Effect?**

Questions about effects are, ultimately, questions about causal effects. Did x cause y? Perhaps the most widely known study of systematic effects in education is the Tennessee randomized trial on class size reduction. The question posed by the Tennessee legislature was whether reduced class size would improve students' achievement (Finn & Achilles, 1990, 1999). To this end, within 79 schools across the state, a total of 11,600 students were randomly assigned to a regular class (22-26 students), a class with an aide (to decrease the student/adult ratio economically) or to reduced class size (under 13-17 students). Three findings stand out: 1) students in small classes outperformed students in the other classes, 2) minority students particularly benefited, and 3) the effect persisted when students returned to regular class sizes. Here the method, randomized trial, followed directly from the legislature's question and was feasible and ethical to implement. In such cases as this, randomized trials are the preferred method for ferreting out causal effects.

There are many cases, however, when randomization may not be feasible. Such cases include the effect of smoking on health and longevity, and the effects of hunger, alcohol use, drug use or child abuse on students' academic performance. For these research questions, other methods need to be used, are available, and include quasi-experiments (control and experimental groups without random assignment), correlational studies using large-scale probability-sampled data sets (that adjust for selectivity bias), and various time series designs. To be sure, as you move away
from the randomization in some cases uncertainties increase; nevertheless, causal interpretations are possible and replication is important to increase confidence in the interpretations.

Loeb and Page's (2000) study of teacher salaries exemplifies the application of correlational (structural) modeling in a situation where random assignment is unlikely. They asked, "If teacher quality affects student achievement, why do studies that predict student outcomes from teacher wages produce weak results?" That is, shouldn't teachers' salaries reflect, at least to some degree, teacher quality after controlling for other things?

Loeb and Page tested two competing models. One was the usual production function model that links inputs (salary) to student outcomes (dropouts in this case) after controlling for relevant variables. The second model followed their reasoning that there are other things in the lives of teachers than salary that may have meaning, and there also may be local job markets that provide attractive alternatives to teaching in the area. So their second, competing model incorporated opportunity costs into the production function: non-pecuniary rewards and competition in the local job market. They replicated prior research with the usual production-function model, showing a weak effect of salaries on outcomes. However, once they adjusted this model for opportunity costs (non-pecuniary and job market incentives), they found that raising wages by 10 percent reduced high school dropout rates by 3 to 4 percent.

Three points about studying causal effects seem appropriate here. First, in dealing with causal assertions we are always trying to rule out all the possible counter hypotheses that we know of at the time. As a research program moves along, new challenges (counter hypotheses) arise and get ruled out; in this way confidence increases in the causal interpretation. Oftentimes we don't know all the counter hypotheses; challenges arise with novel counter-interpretations, and research and debate continues as it has with the Tennessee study. This type of debate - hypothesis/counter-hypothesis - is the basis of science and should be looked upon positively and not as "backbiting" among scholars with different views when the issue is one of interpretation; it is backbiting when personal attacks are made.

A second point has to do with the role of description in causal studies - what's happening? When feasible, descriptive research should be used in causal studies to help us understand, as fully as possible, what "treatments" were actually implemented, and to reveal what possible causal mechanisms might be operating.

And the third point is that establishing a causal effect may be necessary when possible but not sufficient in policy and practice. The questions of mechanism and context inevitably should arise in order to design education policies or practices (Cronbach, Ambron, et al., 1980). We need to understand how interventions were articulated and implemented in diverse contexts with whom, under what conditions with what resources in order to design more than superficial education policy.

How Does It Work?

The third type of research question focuses on the mechanism that creates a causal effect. For example, reducing class size seems to have a salutary effect according to the Tennessee study. But what was the mechanism that caused the effect and why did it persist even after students returned to regular class sizes (Grismer, 1999)? Was the effect due to an increase in the number and personal nature of teacher-student contacts or to less off-task student behavior (Blatchford, 2003) or to the level of student engagement (Finn, Pannozzo, & Achilles (2003)?

Empirical studies of mechanism, following on studies that have established causal effects are most common. Bryk, Lee and Holland (1993) sought to understand the causal mechanism(s) underlying the causal evidence that Catholic schools outperform public schools in the United States. This longitudinal study used both qualitative (e.g., case studies of effective Catholic schools) and quantitative data to address the mechanism question. Three potentially explanatory models were tested: 1) sector effects only (spiritual and private characteristics of Catholic schools), 2) compositional effects (kinds of students attending Catholic schools), and 3) school effects (school operations contributing to school context). A combination of models, characterizing "[T]he coherence of school life in Catholic schools ... most clearly accounts for it relative success in this area" (Shavelson & Towne, 2002).

Nevertheless, there is another way to approach the question of mechanism - namely, to build an artifact based on a causal theory and establish its causal effect. Studies such as "design experiments" or "design studies" posit a theory with a causal mechanism, and design educational artifacts (e.g., a curriculum, a computer application) and iteratively test them out in complex real-world classroom environments, revising both artifact and theory along the way. Once evidence accumulates to suggest a causal mechanism, the onus, of course, is on design researchers to then establish generalizable causal effects (Shavelson, Phillips, Towne, & Feuer, 2003).
CONCLUDING COMMENTS
If we leave you with anything from the NRC Committee it is this: the research question matters; the research design has to follow the question. There are a lot of important questions in education for scientific researchers to address. These questions could be descriptive, they could be causal, or they could be about mechanism. In a program of research, all three types of questions should be included. In this case, a program of research would embrace multiple methods, each fitting the particular descriptive, causal or mechanism question at hand.

If the goal is to estimate systematic effects - as is often the case in program evaluations and policy studies - logically randomized trials should be the preferred method if they are feasible and ethical to do. Where they are not, quasi-experimental, correlational, and time-series designs provide viable alternatives. Nevertheless, regardless of research design (experimental, quasi-experimental, correlational), and especially in selling the so-called "gold standard" (randomized trials), difficulties arise. One problem has to do with the fidelity of treatment implementation. You claim that treatment T caused the effect but in fact it turns out to be T*, which isn't quite the treatment that you thought it was. A second difficulty lies in the variability in treatment implementation. Observations of treatment implementation may reveal variability, from T to T* to T** to T*** (etc.); this variability needs to be captured and its causal effect understood. A third difficulty is that the control group may 1) perform in such a way as to it looks like the experimental treatment, something not uncommon in experiments involving teachers; or 2) may not provide a relevant contrast for policy purposes, for example, the teacher aide control condition in the Tennessee study was irrelevant for California's implementation of class-size reduction policy. A fourth difficulty is that the outcome measure (e.g., broad-band achievement test with a single dimension) is inadequate - it does not measure all of the things or even many of the things that are important - what psychometricians call construct under-representation. Moreover, the selection of the outcome measure might privilege one treatment over another at the outset of the study. Yet such limited measures are commonplace in policy research. And finally, of course, there is always the issue of external validity - the extent to which the experimental treatment generalizes to real-world contexts. The trade off between randomized trials and in situ studies (e.g., quasi-experiments, correlational) needs to be weighed against the credibility and generalizability of findings.

Authors’ Note: This article is based on a presentation to a workshop of the National Research Council Committee on Research in Education.

1. NERPPB was the policy arm of the former US Office of Education Research and Improvement, which was replaced by the Institute of Education Sciences with the passage of the Education Sciences Reform Act of 2002.
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