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Introduction

Many biomedical questions involving human populations cannot be answered by experimentation. We cannot ethically randomize patients to certain risk factors, e.g., exposure to asbestos. For factors we can manipulate, we may be unwilling to wait the required number of years or to follow the large number of individuals necessary for a meaningful analysis. Epidemiologic studies offer an alternative to randomized experiments that can avoid the major ethical problems and sometimes allow reduced sample sizes and earlier completion times.

Depending on the risk factors and outcomes, epidemiologic studies may still require large sample sizes. Large multipurpose health surveys can be a readily available source of data. An advantage of this type of data is that many risk factors can be examined. For example, consider the National and Hispanic Health and Nutrition Examination Surveys—NHANES I, II, III and NHANES—conducted in 1971–1975, 1976–1980, 1988–1994, and 1982–1984, respectively. Table 1 gives some examples of cross-sectional associations that have been studied using these surveys. Also, because these surveys were done at different times, one can examine cross-sectionally changes over time in various measured quantities (Table 1). In 1982–1984, a follow-up survey was conducted of NHANES I sampled individuals aged 25 to 74 years. This follow-up survey allows true longitudinal studies to be conducted (see Table 1 for examples). With diminishing financial resources, we believe that these types of surveys will be used increasingly to investigate biomedicai and public health hypotheses.

A question that usually arises in the analysis of such survey data is whether the complex sampling design, which involves the clustering and weighting of observations, needs to be accounted for, or if it can be ignored by treating the sampled data as the population of interest. In some of the above mentioned studies the sampling design was used in the analysis, while in others it was not. The recent analysis by Stevens et al. found that ignoring the sampling design in the analysis crystallizes the issue. Among other findings, Stevens et al. found statistically significant differences in the mean total iron-binding capacity and mean transferrin saturation between men who developed cancer and men who did not, controlling for age and smoking status. Yip and Williamson criticized this study because the sampling design was not used, and suggested that if it had been incorporated in the analysis, “it is doubtful that these differences would have remained statistically significant.” Stevens and colleagues replied, “It is important to take into account the probability sampling method used by NHANES when one is attempting to estimate the level of a variable in the US population at large. To test for differences between case patients and controls within the NHANES cohort, however, the methods we used are appropriate.” What is the correct approach to the analyses of these types of studies?
This article offers a brief tutorial about the sampling design and analysis of large household surveys. We examine whether the sampling design should be used when analyzing cross-sectional or longitudinal data derived from such surveys. We do not consider case-control studies, for which it is generally agreed that the sampling design must be considered in the analysis.56-58 We consider conditions under which the sampling design can be safely ignored and the inefficiency resulting from utilizing the sampling design when it was unnecessary. The points of the design relevant to the issues discussed in this paper; other sources59-61 provide further details. Although simple random samples are the easiest to analyze, they are impractical for large-scale national surveys for two reasons. First, no national registry of names to be sampled may exist. Second, even if a simple random sample of names could be obtained, it would be impractical to travel to, say, 20,000 locations scattered throughout the United States to interview the sampled individuals. Multistage survey designs, on the other hand, enable sampling frames to be developed for a relatively small number of areas and limit the number of locations to which interviewers must travel. For example, in the first stage of NHANES I sampling, the mainland United States was divided into approximately 1900 geographic areas or primary sampling units (PSUs), each one consisting of a standard metropolitan statistical area or, at most, three contiguous counties. These PSUs were grouped into 40 strata from each of which one or two PSUs were sampled; some very large PSUs were sampled with certainty. In each of these sampled PSUs, successive stages of sampling involved census enumeration districts (approximately 300 households), segments (approximately 8 contiguous housing units), and sampled individuals.

At first glance accounting for this type of multistage clustering in the analysis of survey data seems a formidable task. Fortunately, approximate analytic methods have been developed that require only the knowledge of the stratum and PSU of each individual.62 In practice, computer data files from large surveys contain this information so that it can be readily accessed by statistical computer packages. For NHANES I, the design can be approximated63 for the statistical analysis as a selection of 70 PSUs, two from each of 35 strata.

For complex surveys, each sampled individual with data has a sample weight associated with his or her data. The sample weight is the number of individuals in the target population that the sampled individual represents. The sample weight may be derived as the product of three components. The first comes from the fact that surveys frequently oversample certain groups in the population (base weight). For example, in NHANES I, people living in poverty census enumeration districts were sampled as much as eight times more often than people living elsewhere. Additionally, persons aged 65 years or older were sampled twice as often as women ages 20-44, who in turn were sampled twice as often as other adults.
Finally, in a small number of segments there were more households encountered by the interviewers than expected. These households were subsampled at rates of one half to one quarter.

The second component of the sample weight is an adjustment for nonresponse, including both the inability to locate sampled individuals and their refusal to participate. Although there is no ideal approach to adjust for nonresponse, adjustment using weights is as follows. The population is divided into groups so that the probability of nonresponse is thought to be roughly similar for all individuals within a group. The data from respondents is then weighted upwards depending on the nonresponse rate of their corresponding group. For example, in NHANES I the nonresponse groups were based on five family income groups within each PSU.

The third component of the sample weight is an adjustment so that the sum of the weights for a given sex, race, and age agree with known population figures (poststratification adjustment). Finally, because not all sampled persons in NHANES I had their body iron stores measured, a special set of weights was derived for use in the analysis of these data.

**Reanalysis of the Body Iron Stores-Cancer Association**

In this section we follow the analyses given in Stevens et al.\(^4\) with the exception of using the sample clustering and/or the sample weights. We demonstrate how the conclusions of the analysis change when these two aspects of the sampling design are incorporated. We restrict attention to the associations described by Stevens et al.\(^4\) of total iron-binding capacity (mol/L) and transferrin saturation (%) with the development of cancer. Briefly, the data to be analyzed are from 3358 men and 5368 women who (1) had their total iron-binding capacity measured in NHANES I in 1971–1975, (2) had their cancer status determined in the follow-up survey in 1981–1984, and (3) were alive and cancer-free for at least 4 years after their biochemical measurements. These sample sizes are slightly different from those of Stevens et al.\(^4\) because the follow-up public use data files have been revised since their analyses.

Although there are many ways to analyze this type of follow-up data, we follow the simplest analysis given by Stevens et al.\(^4\) which compares the mean biochemical values in those respondents who developed cancer and those who did not, adjusted by linear regression for age (years) and smoking status (current smoker, former smoker, never a smoker, and unknown). Tables 2 and 3 contain the results of five different analyses of these same associations, labeled A through E. The A analyses repeat the Stevens et al.\(^4\) analyses. We conclude from the A analyses that for both variables there is a small but statistically significant association for men and no association for women.

The B analyses use the sample weights of the survey but not the clustering. A dramatic effect of using the weights is the increase in the standard errors (SEs), the most extreme case being the change from 0.79 to 2.53 for the SE of the difference in adjusted means for the women's transferrin saturation. The correct interpretation for this particular weighted analysis is not that there is no association between transferrin saturation and the development of cancer in women. Instead, it is that because the SE and confidence interval (CI) are so large, the data on the association are uninformative.

The C and D analyses use the sample clustering, without and with the sample weights, respectively. Only the SEs, not the means, are possibly affected by use of the clustering. For these particular analyses, it turns out that the standard errors are not much affected. The results and conclusions, therefore, are very similar to the unclustered A and B analyses, respectively.

We recommend the E analyses for several reasons. They are unweighted analyses that use the sample clustering, but for which the adjusted means have been further adjusted by linear regression for many of the variables used in defining the sample weights (see footnote a of Table 2). The results and conclusions of the E analyses turn out to be very similar to the unweighted unclustered A analyses. This happens to be true even though these analyses do not ignore the sampling weights and clustering.

The computer programs REG\(^5\) and SURREGR\(^\text{a}\) were used to perform the analyses A and B–E, respectively. Because 3 of the PSUs have no total iron-binding capacity data available, for the C, D, and E analyses the strata containing these PSUs are pooled with neighboring strata to yield a design approximated by 67 PSUs selected from 32 strata. The analyses A–E give an idea of the different conclusions that are possible when using various aspects of the sample design in the analysis. In the sections below, we give...
some rules of thumb for choosing the most appropriate analyses based on the sample survey design alone.

**Should Sample Clustering Be Used in Analysis?**

Sample clustering can affect the variability (SEs) of estimates of associations. First, a simple but extreme example will show this. Consider a simple random sample of 1000 households, where disease and risk factor status are obtained from each member of the household. Suppose that if one member of a household has the risk factor, then all members of the household have it, and if one member of the household has the disease, then all have it. The appropriate sample size for the analysis of this sample data is 1000, not the number of individuals sampled. Thus, for example, if 4000 individuals had been sampled in the 1000 households, and the sample (household) clustering was ignored in the analysis, then SEs would be too small by a factor of 2 (\(\sqrt{4000/1000}\)), because SEs are inversely proportional to sample sizes. Admittedly, this is an extreme example to make the point; in general the effect of clustering depends on both the cluster size and the intracluster correlation.62

In many realistic situations, the “disease” may be a continuous outcome (e.g., blood pressure) and the risk factor may also be a continuous variable (e.g., dietary calcium intake). Additionally, the risk factor-disease association interest may be the one in which certain covariates are controlled for, e.g., sex and age. A general sufficient condition for ignoring the clustering in the analysis is the distribution of the outcome for given levels of the risk factor and covariates does not depend on which cluster the individual is in. Given the complicated multistage sampling in a survey such as NHANES I, it may not be obvious whether this condition is satisfied or not.

Since adjusting for the sample clustering will on average increase the SEs, its use in the analysis can be thought of as a conservative procedure. What is lost by using the clustering in the analysis when it was unnecessary? Unnecessary clustering leads to an inefficient analysis, that is, an analysis with CIs wider than necessary and with less statistical power for rejecting the null hypothesis. An easy way to express this inefficiency is in terms of relative sample sizes. For example, an analysis that is 20% inefficient with respect to another analysis means that a sample size of 1000 in the inefficient analysis is equivalent to a sample size of 800 in the more efficient analysis. A key number for estimating the inefficiency of using clustering when unnecessary is the degrees of freedom, d, available for the estimation of SEs. The d is usually taken to be the number of sampled PSUs minus the number of strata. For example, in the NHANES I analysis of body iron stores and cancer, d = 35 = 67 - 32.

The approximate inefficiency in doing an analysis that uses the sample clustering when unnecessary is:

\[
\text{Inefficiency} = 1 - \left(\frac{1}{\alpha^2} \frac{1}{t_d}\right)^2
\]

where \(z^{\alpha/2}\) and \(t_d^{\alpha/2}\) are the 1 - \(\alpha/2\) percentiles of a normal distribution and a t-distribution with \(d\) degrees of freedom, respectively, and \(\alpha\) is the significance level for testing or one minus the confidence level for CIs. For example, for the analyses of NHANES I given in the previous section in which we used 95% CIs for the mean differences, suppose we are also interested in hypothesis testing at the \(\alpha = .05\) level. Because \(d = 35\), any standard set of statistical tables gives \(z_{.025} = 1.96\) and \(t_{34}^{.025} = 2.03\). The inefficiency equals 6.8%, an inefficiency so small that one should use the clustering in the analyses. If the clustering is important, it must be used so that the variability of means is properly estimated; if the clustering is unimportant, little is lost by using it unnecessarily. The similar magnitude of the SEs for analyses A and C in Tables 2 and 3 suggest that, in fact, clustering was not important for these data.

In general, the inefficiency of using the sample clustering when unnecessary becomes greater with decreasing degrees of freedom. For example, the design of HHANES can be approximated by sampling 16 PSUs from 8 strata. For this design, the inefficiency is 28% when the clustering is unnecessary (using \(d = 8\) in the above formula), making the decision of whether or not to use the clustering in the analysis more difficult than with NHANES I. These inefficiency calculations are meaningful whenever a single disease-risk factor association is being examined. For simultaneous analysis of many disease-risk factor associations or other multivariate analyses, the inefficiency of using the clustering when unnecessary can increase.67

**Should Sampling Weights Be Used in Analysis?**

It is well known that the unweighted mean of a sample that is not a simple random sample can lead to a biased estimate
TABLE 4—Percentiles of Sample Weights for Individuals Analyzed

<table>
<thead>
<tr>
<th>Sex</th>
<th>Minimum</th>
<th>5%</th>
<th>25%</th>
<th>Median</th>
<th>75%</th>
<th>95%</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men (n = 3358)</td>
<td>477</td>
<td>876</td>
<td>3614</td>
<td>1870</td>
<td>19504</td>
<td>31566</td>
<td>135824</td>
</tr>
<tr>
<td>Women (n = 5368)</td>
<td>611</td>
<td>1141</td>
<td>3162</td>
<td>6664</td>
<td>11119</td>
<td>24090</td>
<td>186062</td>
</tr>
</tbody>
</table>

Of the population mean, whereas a weighted mean provides an approximately unbiased estimate. It is not as obvious that an unweighted analysis of a disease-risk factor association can also lead to the wrong conclusions. A simple numerical example given in the Figure shows this to be true. The expected numbers of sampled individuals are given in the Figure for two sampling schemes for the whole population was well as within two subgroups defined by area of residence. On the left, a study using a simple random sample of 10,000 individuals would show on average the correct result that an association exists between the disease and the risk factor: The probability of having the disease is 5.9% without the risk factor and 12.2% with the risk factor, for a relative risk of approximately 2. On the right, a study of the same population that samples nonurban area residents at nine times the rate of urban area residents would on average sample the same number of individuals from each type of area. Unweighted analysis of data from this probability sample suggests incorrectly that there is no association between the disease and the risk factor. A weighted analysis of the data from this probability sample would on average yield the correct association:

\[ 2.06 = \frac{(9 \times 245 + 655)}{[9 \times 245 + 655 + (9 \times 4655 + 3445)]} \]

\[ + \frac{(9 \times 15 + 85)}{[9 \times 15 + 85 + (9 \times 85 + 815)]} \]

A weighted analysis will provide an approximately unbiased estimate of the population association, whereas an analysis ignoring the weights, in general, will not. A general sufficient condition for when the sampling weights can be ignored, however, is as follows: The distribution of the outcome (disease) for given levels of the risk factor and covariates does not depend on any variables used in the sampling design or used to adjust for nonresponse.

Because it may be difficult to verify this sufficient condition, what is the harm in always using the sample weights in the analysis? As with the use of clustering when unnecessary, the use of sampling weights when unnecessary leads to an inefficient analysis. This inefficiency can be defined as

\[ 1 - (\frac{SE_{unwtd}}{SE_{wtd}})^2 \]

where \( SE_{unwtd} \) and \( SE_{wtd} \) are the unweighted and weighted SEs of the mean difference. For the linear regression models used in the analyses here, the calculation of the efficiency depends on the distribution of the sample weights and independent variables (see DuMouchel and Duncan\( ^{66} \) for the exact formulas). An approximation is given by the following formula:

\[ \text{Inefficiency} = 1 - \frac{(w_1 + w_2 + \ldots + w_N)^2}{N(w_1^2 + w_2^2 + \ldots + w_N^2)} \]

where \( w_1, w_2, \ldots, w_N \) are the sample weights for the \( N \) sampled individuals. The inefficiency increases when the sample weights are more variable, and is zero if all the sample weights are identical.

Table 4 presents selected percentiles of the distribution of sample weights for the individuals analyzed here. The range of the weights is very large, with the largest weight 285 (300) times greater than the smallest weight for the men (women). The inefficiencies of using the sample weights when unnecessary are calculated to be 47% and 48% for men and women, respectively. Considering that the unweighted SEs are not insubstantial compared to clinically meaningful treatment differences, these inefficiencies are too large for us to assert that little is lost by using the weights when unnecessary.

There is an additional consideration when using the sample weights in the analysis. If the sample weights do matter, they can make the analysis even less efficient than described above. For example, consider the analysis of the transferrin saturation in women given in Table 3. Comparing analysis A to analysis B, the SE has increased by a factor of 3.2 = 2.53/0.79, suggesting an inefficiency of 90%. A closer look at the data for this analysis is instructive. Out of the 197 women who developed cancer, the woman with the highest transferrin saturation (68.4%) also had the third largest sample weight (103,042) out of all 5368 women. If this woman’s sample weight had had a median value of 6684, then the mean difference in the weighted analysis B would have been 1.35 ± 1.16 instead of 3.63 ± 2.53.

Since the inefficiency of performing a weighted analysis is unacceptably high, what do we recommend? One approach is to use an unweighted analysis but to control for the variables utilized in determining the sample weights. In the present context, the E analyses in Tables 2 and 3 compute the means adjusted for many of these variables. One could argue\( ^{66} \) that because these additional variables (family income, race, etc.) are highly unlikely to be on the causal pathway between body iron stores and the development of cancer, it would be useful to control for these variables even if we had a simple random sample. We view this not as the perfect solution, but as a compromise that avoids the inefficiency of a weighted analysis. As it happens, the results of the E analyses are remarkably similar to the unweighted, unclustered A analyses, but, we can now have more confidence in these results. However, for other data sets and other associations this may not be the case.

Discussion

The impact of sampling design on the analysis of complex survey data should always be considered. Which particular aspects of the design to use in the analysis, however, is a subtle question. Classical survey analysts recommend using both the clustering and the sample weights in the analysis.\( ^{20,71} \) Although this is a philosophically defensible position, we have seen above that it can lead to inferences that make the whole study worthless. On the other hand, the position of Stevens et al.\( ^{35} \) that the sampling design can be ignored when addressing these types of questions is tenuous unless one is willing to make strong assumptions. We have attempted in this article to give simple ways of weighing the costs and benefits of accounting for the sampling design in the analysis. For specific recommendations concerning sample clustering and sample weights, we offer the following rules of thumb:

1. If the number of sampled PSUs minus the number of strata is greater than or equal to 20 (corresponding to an ineff-
Use of Sampling Design in Analyzing Surveys
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Efficiency of roughly 10%), then use the clustering in the analysis. Otherwise, more advanced statistical methods17 to account for the clustering can be applied to roughly approximate the SEs of the parameters of interest.

2. Calculate the approximate inefficiency of including the sample weights using the simple formula given in the previous section. If this inefficiency is less than 10%, then use the sample weights in the analysis. If this inefficiency is greater than 10%, then consider the effect this inefficiency will have on the SEs compared to an expected clinically meaningful treatment difference. If the effect is not acceptably large, use the sample weights in the analysis. Otherwise, use an "unweighted" analysis that controls for the variables relating to the design and nonresponse adjustments in the analysis.

We end with two suggestions for the designers and producers of large-scale health surveys that will be used by other investigators. If our recommendations are followed, one will sometimes need to use variables relating to the design and nonresponse adjustments of the survey. Our first suggestion is that all these variables be documented and included in public use data files.

Our second recommendation concerns the design of the surveys themselves. As we have discussed, a small number of sampled PSU’s or individuals with extremely high sample weights can make the use of the sample design in the analysis very inefficient. Given the large number of secondary analyses that are performed using these survey data, we suggest that policymakers provide sufficient resources so that the surveys can be designed for efficient secondary analyses using the design.
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Drug with Potential for Treating the Neuropsychological Effects of HIV Infection to Be Tested

The National Institute of Mental Health (NIMH) today announced the beginning of a clinical study of the effectiveness of Peptide T, a drug of potential value in treating the neuropsychological effects of HIV infection and AIDS.

“This is the first study designed to answer questions about the effectiveness of Peptide T by comparing the compound with a placebo in a controlled study design,” said Alan I. Leshner, PhD, NIMH acting director.

The first patient started treatment with Peptide T in mid-March. The study, which is jointly sponsored by NIMH and the National Institute of Allergy and Infectious Diseases, is being conducted at the University of Southern California in Los Angeles.

The human immunodeficiency virus is believed to cause problems of concentration and memory in some persons with AIDS and AIDS-related complex by directly affecting the brain.

Peter N. R. Heseltine, MD, the principal investigator, said “in earlier studies, people with these problems have shown improvement in tests of their mental function when they were treated with Peptide T. The purpose of this new study is to discover if Peptide T is safely able to reduce these HIV-caused problems of concentration and memory and if it is safe and effective when used with the antiretroviral AZT (zidovudine).”

Ellen Stover, PhD, director of the NIMH Office of AIDS Programs, said, “this is the first time that a trial of an AIDS therapeutic will be using improvement in mental functioning as

the key outcome. We are working toward making progress in treating HIV infection and are looking forward to the collaboration with USC investigators and the results of this study.”

Peptide T was developed by NIMH scientists working at the institute’s research facilities on the National Institutes of Health campus in Bethesda, Md. The peptide is an artificially produced protein that blocks the attachment of the AIDS virus to human cells by occupying receptors on the cell surface. Its structure is similar to part of the protein coat of HIV.

In the Phase II study, a minimum of 150 men and women who have been infected with HIV will be enrolled in the double-blind, placebo-controlled trial. (Phase II studies are designed primarily to test the efficacy of new therapies.)

The investigators are making special efforts to enroll women and minorities, who have been underrepresented in some earlier AIDS studies.

Initially, participants will receive either Peptide T or placebo for 6 months, and then during the second 6-month period, all study participants will receive the peptide. During the 1-year study, participants may take any medications approved by the Food and Drug Administration for preventing AIDS-related opportunistic infections, and they may continue treatment with antiviral therapies if they are taking them when they enter the study.

Individuals interested in participating in the study should call Charles Hovis, LAC-USC Medical Center, 213/226-4643, or the PHS-sponsored AIDS Clinical Trials Information Service, 1-800-TRIALS-A.