When one turns to the magnificent edifice of the physical sciences, and sees how it was reared; what thousands of disinterested moral lives of men lie buried in its mere foundations; what patience and postponement, what choking down of preference, what submission to the icy laws of outer fact are wrought into its very stones and mortar; how absolutely impersonal it stands in its vast augustness—then how besotted and contemptible seems every sentimentalist who comes blowing his smoke-wreaths, and pretending to decide things from out of his private dream!

William James, 'The Will to Believe'

There are no scientific methods which alone lead to knowledge! We have to tackle things experimentally, now angry with them and now kind, and be successively just, passionate and cold with them. One person addresses things as a policeman, a second as a father confessor, a third as an inquisitive wanderer. Something can be wrung from them now with sympathy, now with force; reverence for their secrets will take one person forward, indiscretion and ruggishness in revealing their secrets will do the same for another. We investigators are, like all conquerors, seafarers, adventurers, of an audacious morality and must reconcile ourselves to being considered on the whole evil.

Friedrich Nietzsche, Daybreak

Falsehood is so easy, truth so difficult. . . . [E]ven when you have no motive to be false, it is very hard to say the exact truth. . . .

George Eliot, Adam Bede
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My title speaks of “Defending Science”; but, though every now and then you will hear the rumble of a distant skirmish, or smell a whiff of gunpowder, this book is not intended as another salvo in the so-called “Science Wars.” Rather, its purpose is to articulate a new, and hopefully a true, understanding of what science is and does. Discussions of the Old Deferentialism, with its focus on the “logic of science,” on structure, rationality, and objectivity, and of the New Cynicism, with its focus on power, politics, and rhetoric—and of the deep cultural currents of admiration for and uneasiness about science of which they are manifestations—serve only as background to this constructive project.

My title speaks of defending science “Within Reason,” and the play on the two meanings is intentional. I shall defend the pretensions of science to tell us how the world is, but in only quite a modest, qualified way (“within reason” in its colloquial sense), and from the perspective of a more general understanding of human cognitive capacities and limitations, and our place as inquirers in the world (“within reason” in a more philosophical sense). Science has managed to discover a great deal about the world and how it works, but it is a thoroughly human enterprise, messy, fallible, and fumbling; and rather than using a uniquely rational method unavailable to other inquirers, it is continuous with the most ordinary of empirical inquiry, “nothing more than a refinement of our everyday
thinking,” as Einstein once put it. There is no distinctive, timeless “scientific method,” only the modes of inference and procedures common to all serious inquiry, and the multifarious “helps” the sciences have gradually devised to refine our natural human cognitive capacities: to amplify the senses, stretch the imagination, extend reasoning power, and sustain respect for evidence.

For a while I toyed with the idea of beginning: “There’s no such thing as scientific method, and this is a book about it.” But that would have been too clever by half; or rather, it would have been half-right at best. For, once key ideas about scientific evidence and scientific inquiry had begun to come into focus, and I had learned enough of the history of molecular biology to illustrate those ideas from real-life scientific episodes, I glimpsed new ways of approaching difficult but fascinating questions far beyond my original agenda: about the differences between science and literature, the tensions between science and religion, the interactions of science with the law; and about the place of science in our lives, its value, its dangers, its limits, and even the possibility of its eventual annihilation, culmination, or completion. No doubt that’s why this now seems to me the most Pragmatist of my books: influenced here by Peirce, there by James, its approach to the social sciences informed by Mead’s work, its concern with science and values by Dewey’s; and above all, liberated by the example of this rich tradition from the uneasy reluctance of analytic philosophy to stray beyond strictly linguistic, logical, or conceptual questions.

I came to see more clearly that science is valuable not only for the “magnificent edifice” of knowledge built over centuries by many generations of scientists, not only for the technological developments that have made our lives longer and more comfortable, but as a manifestation of the human talent for inquiry at its limited, imperfect, but sometimes remarkable best. I came to grasp more firmly that, though writers inquire, and scientists write, the word “literature” does not refer, like the word “science,” to a federation of kinds of inquiry, but to a federation of kinds of writing; and so to understand how pointless and unnecessary it is to worry about whether science or literature is more valuable.

How did I get involved in a project as vast, as demanding, as overwhelming as this turned out to be? For the usual reasons; or at least, my usual reasons. I thought—given the ideas I had sketched in Evidence and Inquiry about the place of the sciences within empirical inquiry generally, and the couple of essays in Manifesto of a Passionate Moderate in which I had taken on some extravagances of self-styled “cultural critics” of science—enough of the surrounding crossword entries were completed, enough letters supplied in as-yet uncompleted entries; so that it should be, not easy exactly, but well within the realm of the feasible to say something useful about scientific knowledge and scientific inquiry, and about the place of science in our culture. As usual, when I began the work I had no idea what I was in for.

Spelling everything out proved almost as hard as thinking it all through. I have done my best to be as direct as possible, to eschew unnecessary technicalities, and to avoid the dreadful muddy blandness that pervades so much contemporary academic prose. But doubtless—as some readers will think that my ideas are too radical, and others that they are not radical enough; as some will complain that I spend too little time on the niceties of recent philosophy of science, or of the new “Science Studies,” and others that I spend too much; and as some will reproach me for devoting too little attention to arcane details of quantum mechanics, and others for devoting too little attention to ethical issues about stem-cell research—some will find my style too dryly analytic, and others will find it too exuberantly literary, or too wryly playful. What can I say, except that George Eliot was right: “even when you have no motive to be false, it is very hard to say the exact truth”; and even harder when you have a motive, such as the polite reluctance to give offense that I needed to overcome to say forthrightly that the scientific and the religious world-pictures really are incompatible, really can’t be reconciled.

As I write this Preface—almost the last step in a long journey of many false starts and wrong turnings, in which occasional moments of illumination and exhilaration had to compensate for long stretches of near-despair and a constant sense of my inadequacies—I think of Eliot again, this time reflecting, many years after its publication, on her Romola: “There is no book about which I more thoroughly feel that I swear by every sentence as having been written with my best blood.” Unfashionable as such Victorian seriousness is in today’s academy, it captures my feelings about this book quite precisely.

NOTES

Note: In endnotes, books and articles are referred to by short titles; full details are to be found in the bibliography.

1. Adapted from Steven Shapin’s nice line in The Scientific Revolution, p. 1: “There was no such thing as the Scientific Revolution, and this is a book about it.”

89. "Worldly" rather than "semantic" because the latter might be mistaken as an allusion to a Carnapian reliance on analytic meaning-relations among predicates or, in the context of more recent philosophy of science, to Patrick Suppes' approach in terms of formal, mathematical models of scientific theories.


91. I have borrowed the term "density" from Norman Levitt's description of the world as "dense but not impenetrable" to human inquirers; see Prometheus Bedeviled, p. 37.

92. On sociological critiques of science, see chapter 7; on literary and rhetorical critiques, chapter 8; on feminist critiques, chapter 11, pp. 315-17, and chapter 12, p. 341; and on the New Cynicism generally, chapter 12, pp. 337-41.

93. For example, on Bayesianism see chapter 3, pp. 75-76; on constructive empiricism, chapter 5, pp. 137-39; on naturalism, chapter 11, pp. 306-10.

CLUES TO THE PUZZLE OF SCIENTIFIC EVIDENCE

A More-So Story

The liberty of choice [of scientific concepts and theories] is of a special kind; it is not in any way similar to the liberty of a writer of fiction. Rather, it is similar to that of a man engaged in solving a well-designed word puzzle. He may, it is true, propose any word as the solution; but, there is only one word which really solves the puzzle in all its parts. It is a matter of faith that nature—as she is perceptible to our five senses—takes the character of such a well-formulated puzzle. The successes reaped up to now by science... give a certain encouragement to this faith.

—Albert Einstein, "Physics and Reality"

What is scientific evidence, and how does it warrant scientific claims? That honorific usage in which "scientific evidence" is vaguely equivalent to "good evidence" is more trouble than it's worth. When I write of "scientific evidence" I mean, simply, the evidence with respect to scientific claims and theories. Scientific evidence, in this sense, is like the evidence with respect to empirical claims generally—only more so: more complex, and more dependent on instruments of observation and on the pooling of evidential resources.
The only way we can go about finding out what the world is like is to rely on our experience of particular things and events, and the hypotheses we devise about the kinds, structures, and laws of which those particular things and events are instances, checked against further experience and further hypotheses, and subjected to logical scrutiny. The evidence bearing on any empirical claim is the result of experience and reasoning so far, a mesh of many threads of varying strengths anchored more or less firmly in experience and woven more or less tightly into an explanatory picture. So I look at questions about evidence, warrant, etc., not in pristine logical isolation, but in the context of facts about the world and our place as inquirers in the world. And I deliberately eschew the familiar Old Deferentialist jargon of the confirmation of theories by data or by observation or basic statements, to signal that my conception of evidence, presupposing no distinction of observational and theoretical statements, is considerably plumper than “data”; that my conception of warrant is ineliminably temporal, personal, and social; and that my account of the determinants of evidential quality is not purely formal, but worldly, and not linear, but multi-dimensional.

Scientific evidence, like empirical evidence generally, normally includes both experiential evidence and reasons, and both positive evidence and negative. It is complex and ramifying, structured—to use the analogy I have long found helpful, but only recently found anticipated by Einstein—more like a crossword puzzle than a mathematical proof. A tightly interlocking mesh of reasons (entries) well anchored in experience (clues) can be a very strong indication of the truth of a claim or theory; that is partly why “scientific evidence” has acquired its honorific use. But where experiential anchoring is iffy, or where background beliefs are fragile or pull in different directions, there will be ambiguity and the potential to mislead.

Of course, the role of an analogy is only to suggest ideas, which then have to stand on their own feet; of course, the usefulness of one analogy by no means precludes the possibility that others will be fruitful too; and of course, an analogy is only an analogy. Scientific evidence isn’t like a crossword puzzle in every respect: there will be nothing, for example, corresponding to the appearance of a solution in tomorrow’s paper; nor (though a seventeenth-century philosopher thinking of scientists as deciphering God’s Book of Nature would have thought otherwise) is there a person who designs it. Nor, unlike Kuhn’s mildly derogatory talk of normal science as “puzzle-solving,” is my use of the crossword analogy intended to convey any suggestion of lightness or of the merely routine. But the analogy will prove a useful guide to some central questions about what makes evidence better or worse.

All of us, in the most ordinary of everyday inquiry, depend on learned perceptual skills like reading, and many of us rely on glasses, contact lenses, or hearing aids; in the sciences, observation is often highly skilled, and often mediated by sophisticated instruments themselves dependent on theory. All of us, in the most ordinary of everyday inquiry, find ourselves reassessing the likely truth of this claim or that as new evidence comes in; scientists must revise their assessments over and over as members of the community make new experiments, conduct new tests, develop new instruments, etc. All of us, in the most ordinary of everyday inquiry, depend on what others tell us; a scientist virtually always relies on results achieved by others, from the sedimented work of earlier generations to the latest efforts of his contemporaries.

This, from a 1996 press report on that controversial Martian meteorite, conveys some idea of just how much “more so” scientific evidence can be:

A recovery team found [a 4.3-pound meteorite, designated ALH84001] in 1984. . . . 4 billion years earlier, it was part of the crust of Mars. (Scientists know this because when the rock is heated, it still gives off a mix of gases unique to the Martian atmosphere.) . . . From this unprepossessing piece of rock scientists have teased out . . . evidence leading toward an astonishing conclusion. Team member Richard Zare, a chemist at Stanford, used lasers and an extremely sensitive detector called a mass spectrometer to spot molecules called polycyclic aromatic hydrocarbons. PAHs result from combustion; they are found in diesel exhaust and soot. . . . But they also come from the decomposition of living organisms. The residue in ALH84001, says Zare, “very much resembles what you have when organic matter decays.” . . . Under another high-tech sensor, an ultra-high-resolution transmission microscope [scientists] found that the thin black-and-white bands at the edge of the carbonates were made of mineral crystals 10 to 100 nanometers across. . . . The crystals in the meteorite were shaped like cubes and teardrops, just like those formed by bacteria on earth. [David MacKay of the Johnson Space Center says] “We have these lines of evidence. None of them in itself is definitive, but taken together the simplest explanation is early Martian life.” . . . Some scientists in the field express more optimism than others.2

Since then there has been heated controversy over whether or not this really was evidence of early Martian life. In 1998 new chemical studies comparing organic materials in the meteorite with those found in the surrounding Antarctic ice showed that significant amounts of the organic compounds in the meteorite are terrestrial contamination; but these studies didn’t examine the crucial molecules, the PAHs. Controversy seems likely to continue at least until new samples of Martian rock and soil can be brought back by robotic spacecraft.3

As the example suggests, warrant comes in degrees, and is relative to a time:
between experiential evidence and reasons, as between clues and crossword entries: most importantly, the question of warrant arises with respect to a person’s reasons, as it arises with respect to crossword entries; but perceptual, etc., events and states, like clues to a crossword, neither have nor stand in need of warrant.¹⁵

Let me take experiential evidence first.

Both in the law and in everyday life, there is a usage in which “evidence” means “physical evidence,” and refers to the actual fingerprints, bitmarks, documents, etc. We hear reports of new evidence about a plane crash brought up from the ocean floor, or of new evidence about a crime discovered in a suspect’s apartment. My account will accommodate this usage, not directly, but in an oblique way, by taking for granted that in scientific observation, as in perception generally, we interact by means of our sensory organs with things around us—with the traces of the gases given off by that Martian meteorite when it is heated, with stuff on the slides under the microscope, with Rosalind Franklin’s X-ray diffraction photographs of DNA, and so on. So in my account, the bits of airplane, the incriminating letter, etc., are the objects of experiential evidence, what is perceived. A person’s experiential evidence is his perceptually interacting in one way or another—with the naked eye at a distance in poor light, by means of a powerful microscope in good light, etc.—with a thing or event.

Thinking of experiential evidence in science, it is natural to speak, not of perception, but of observation; and here—as when we speak of the observations made by a detective, or of a patient’s being “under observation” in hospital—the word carries a connotation of deliberateness. Scientific observation is active, selective; it calls for talent, skill, and sometimes special training or background knowledge, as well as patience and sharp eyes. Very often it is mediated by instrumentation. Experiential evidence and reasons work together, as the reasonableness of a crossword entry depends in part on its fit with the clue and in part on its fit with intersecting entries. I don’t assume a class of claims (the “observation statements” of some Old Deferentialist accounts) fully warranted by experience alone; rather, I see experiential evidence and reasons as carrying the burden in different proportions for different claims. But neither do I assume that each scientific claim has its own experiential evidence, as in a conventional crossword each entry does; often it is more like an unconventional crossword in which a clump of entries shares a clue, or a bunch of clues.

All this, obviously, takes the relevance of experience to warrant for granted. So what about Popper’s argument for the irrelevance of experience—that, since there can be logical relations only among statements, not between statements and events, scientists’ seeing, hearing, etc., this or that can have no bearing on the warrant of scientific claims and theories? It is true that logical relations hold only

---

¹⁴

Since it is individuals who see, hear, etc., my account begins with the personal conception, the degree of warrant of a claim for a person at a time. The next step, distinguishing a person’s experiential evidence and his reasons, and explaining how the two work together, is to articulate what makes a person’s evidence with respect to a claim better or worse, and hence what makes the claim more or less warranted for him. Then, to articulate something of what is involved in evidence-sharing, I shall need to extraplate from the degree of warrant of a claim for a person at a time to the degree of warrant of a claim for a group of people at a time; and then to suggest an account of the impersonal conception, of the degree of warrant of a claim at a time, simpliciter. Then I will be able to say something about how the concept of warrant relates to the concepts of justification and confirmation; to explain how degree of warrant ideally relates to degree of credence; and to discriminate what is objective, and what perspectival, in the concepts of warrant, justification, and reasonableness.

Because warranted scientific claims and theories are always warranted by somebody’s, or somebodies’, experience, and somebody’s, or somebodies’, reasoning, a theory of warrant must begin with the personal, and then move to the social, before it can get to grips with the impersonal sense in which we speak of a well-warranted theory or an ill-founded conjecture. This, obviously, is about as far as it is possible to be from Popper’s ideal of an “epistemology without a knowing subject.” Ironically enough, however, it is almost as congenial to his analogy of scientific knowledge as like a cathedral built over the centuries by generations of masons, carpenters, glaziers, gargoyles carvers, and so on, as to mine of scientific knowledge as like part of a vast crossword gradually filled in by generations of specialists in anagrams, puns, literary allusions, and so forth.

---

¹⁵

WARRANT—THE PERSONAL CONCEPTION

What determines the degree of warrant of a claim for a person at a time is the quality of his evidence with respect to that claim at that time. “His evidence” refers both to his experiential evidence (his seeing, hearing, etc., this or that, and his remembering having seen, heard, etc., this or that—his past experiential evidence), and to his reasons (other beliefs of his). There are significant asymmetries
among statements (or whatever the truth-bearers are); but the conclusion Popper draws—that, e.g., someone’s seeing a black swan is utterly irrelevant to the reasonableness or otherwise of his accepting the statement that there is a black swan at such-and-such a place at such-and-such a time, and hence to the reasonableness or otherwise of his rejecting the statement that all swans are white—is about as thoroughly implausible as a conclusion could be; so implausible that Popper himself elides it into the quite different thesis I have been defending, that experiential evidence is relevant but not sufficient. This doesn’t yet tell us how experience contributes to warrant; but it does tell us that the other assumption on which Popper’s argument for the irrelevance of experience depends—that warrant is a matter exclusively of logical relations among statements or propositions—must be untrue.

So, how does experience contribute to warrant? A simple answer might rely on the old idea that, while the meanings of many words are learned by verbal definition in terms of other words, the meanings of observational words are learned by ostensive definition, as the language-learner hears the word used by someone pointing out something to which it applies. So a person’s seeing a dog warrants the truth of his belief that there’s a dog present in virtue of the fact that “dog” is ostensively defined in such a way as to guarantee that it is appropriate to use it in just such observable circumstances as these. This picture, with its simple division of terms into observational and other, and of definitions into ostensive and verbal, won’t do as it stands. Language is far subtler than that, the interconnections of words with observable circumstances and among themselves much more tangled—as the language-learner soon discovers as he masters “toy dog,” “looks like a dog,” etc., and learns more about what the truth of “it’s a dog” requires and what it precludes. Nevertheless, the central idea seems right: our perceptual interactions with the world give some degree of warrant to claims about the world because of the connections of words with the world and with each other that we learn as we learn language.

Perhaps we can preserve this central idea while remedying the deficiencies of the simple dichotomy of ostensive versus verbal definitions. Even a very simple correction, replacing the dichotomy of observational versus theoretical predicates by a continuum of more and less observational, less and more theoretical, would be an improvement. But it would be better to make room for the possibility of different speakers learning a word in different ways, and of terms that can be learned either by a combination of ostention and verbal explanation or entirely by verbal explanation. Correcting the simple contrast of ostensive versus verbal definitions, allowing for the tangled mesh of extra- and intra-linguistic connections of words, we could explain both how experiential evidence can contribute to the warrant of a claim, and how the warrant given a claim by a person’s experience may be enhanced, or diminished, by his reasons.

We nearly all encounter a sentence like “this is a glass of water,” in the first instance, by hearing it used in normal circumstances in which a glass of water is visible to both teacher and learner. Subsequently, however, we learn a lot of caveats and complications: a glass of water looks, smells, tastes, etc., thus and so, provided the observer and the circumstances of observation are normal; if the stuff in the container is really water, it will give such and such results under chemical analysis; etc., etc. So seeing the thing can partially, though only partially, warrant the claim that there’s a glass of water present; for a normal observer in normal circumstance can tell it’s a glass of water by looking, even though there is room for mistake.

A molecular biologist has to learn to read an X-ray diffraction photograph, as all of us had to learn to read. Someone who had learned the predicate “helix,” ostensively or otherwise, by reference to simple examples like a telephone cord, but who had no experience of X-ray diffraction photographs, wouldn’t be able to make much of Rosalind Franklin’s photograph of the B form of DNA. As soon as James Watson saw it, however, he was firmly convinced that the DNA molecule is helical. And his seeing the photograph partially, but only partially, warranted this claim. For a trained observer in appropriate circumstances can tell it’s a helix by looking at a (good enough) X-ray diffraction photograph, even though there is room for mistake.

In sum: a person’s seeing, etc., this or that can contribute to the warrant of a claim when key terms are learned by association with these observable circumstances—the more (the less) so, the more (the less) the meaning of those terms is exhausted by that association. Experiential evidence consists, not of propositions, but of perceptual interactions; and it contributes to warrant, not in virtue of logical relations among propositions, but in virtue of connections between words and world set up in language-learning.

Now let me turn to reasons.

When, earlier, I rather casually referred to a person’s reasons as other beliefs of his, I hadn’t forgotten that according to some philosophers, among them both Peirce and Popper, belief has no place in science. I agree that faith, in the religious sense, does not belong in science; though in their professional capacity scientists accept various claims as true, this usually is, or should be, tentative, and always in principle revisable in the light of new evidence. By my lights, however, to believe something is to accept it as true, in just this fallibilist sense; that’s why I shall sometimes write of the “degree of credence” a person places in a claim or theory.

Unfortunately, it won’t quite do simply to construe a person’s reasons as those propositions in which he places some degree of credence, ignoring the fact
that some of his beliefs are strongly held and others weakly—any more than it
would do, in judging the plausibility of a crossword entry, to ignore the fact
that one intersecting entry is written firmly in ink, another only faintly in pencil. If a
crossword entry intersecting the entry at issue is only lightly pencilled in, it
counts for less, positively or negatively, than if it is indelibly inked in; similarly,
if a person gives a reason for or against a claim only a modest degree of credence,
it should count for less, positively or negatively, than if he holds it very firmly.
One way of handling this might be to treat a person who places some but less
than complete credence in a proposition as giving full credence to a hedged
version of the same proposition, including among his reasons “there is a good
chance that p,” “it is likely that p,” or “it is possible that p” (in which case we
will need to find a way to accommodate such hedged propositions into our
account of supportiveness of evidence). Another way, which I shall explore in
more detail below, would be to include the propositions without the hedges, and
compensate by adjusting the degree of warrant of the claim for, or against, which
they are reasons (in which case we will need to avoid introducing inconsistencies
by misrepresenting someone who has no idea whether or not p as giving both p
and its negation some degree of credence.)

Unlike his experiential evidence, a person’s reasons are propositional; and so
it might seem that here at least we must be squarely in the domain of logic. Not
so, however. Reasons ramify, more like the entries in a crossword puzzle than the
steps in a mathematical proof. The plausibility of a crossword entry depends not
only on how well it fits with the clues and any intersecting entries, but also on how
plausible those other entries are, independent of the entry in question, and on how
much of the crossword has been completed. Similarly, the quality of a person’s
evidence with respect to a claim depends not only on how supportive his reasons
are of that claim, but also on how warranted those reasons are, independent of the
claim in question, and on how much of the relevant evidence his evidence
includes. Moreover, as it turns out not even supportiveness—not even conclusiveness,
the limit case of supportiveness—is quite simply a matter of logic.

For reasons to be conclusive with respect to a claim—i.e., to support it to the
highest possible degree—it is not sufficient that they deductively imply the
claim. For inconsistent propositions deductively imply any proposition whatever
(from p and not-p, q follows, whatever q may be);10 but inconsistent reasons
aren’t conclusive evidence for anything, let alone for everything (p and not-p
isn’t conclusive evidence for any q, let alone for every q).11 For example, suppose
the evidence is: that the murderer is either Smith or Jones; that whoever
committed the murder is left-handed; that Smith is right-handed; and that Jones
is right-handed. This deductively implies that Jones did it; and that Smith did it;
and that aliens did it. But it is certainly not conclusive evidence for any of these
claims, let alone for all of them. However, if the evidence were: that the murderer
is either Smith or Jones, that whoever committed the murder is left-handed, that
Smith is right-handed, and that Jones is left-handed, it would be conclusive with
respect to the claim that Jones did it. So conclusiveness requires that the evidence
deductively imply the claim in question, but not also its negation: i.e., that it
deductively imply that claim differentially, and not just in virtue of the fact that,
being inconsistent, it implies every proposition whatsoever.12

The principle that everything follows deductively from a contradiction is a
principle of classical logic. So non-classical logicians may object that while the
inference from “p and not-p” to an arbitrary “q” is valid in classical logic, there
is a whole range of non-classical systems—paracomplete logics, relevance
logics, connexivist logics, etc., etc.—in which this inference is not valid; and
propose that we close the gap between conclusiveness of evidence and deductive
implication by resorting to such a logic. I suspect that the motivation for such
non-standard systems derives at least in part from a confusion of logical with
epistemological issues: but I don’t rule out the possibility that they might shed
some light on how inconsistent evidence could, in some circumstances, be better
than simply indifferent with respect to supportiveness.13

Again, lawyers might object that inconsistent testimony can be extremely
informative. Indeed it can; but that witness A says that p, while witness B says
that not-p, does not constitute inconsistent evidence in the sense at issue here
(i.e., evidence of the form “p and not-p”). Granted, a person who is aware of an
inconsistency in his evidence with respect to some claim is in something like the
position of a lawyer faced with inconsistent testimony; and if he is sensible he
will try to identify the background beliefs responsible for the inconsistency, and
assess which are better warranted. Witness A saw the murder from close by, a
juror might reason, B only from a distance, so A’s testimony is likelier to be right;
or: A is the defendant’s brother-in-law, while B is a stranger to him, so B has less
reason to lie. A scientist who realizes that there is an inconsistency in his
evidence may reason in a similar way: “my confidence that DNA is composed of the
four nucleotides in regular order is less well warranted than my confidence that
bacterial virulence is contained in nucleic acid, not protein; so of my evidence
that DNA is the genetic material, and my evidence that it isn’t, the former is like-
lier to be right.” But this is quite compatible with my point, which is only that
inconsistent evidence is not conclusive evidence.

* * *
Against the background of the familiar quarrels between the inductivist and deductivist wings of the Old Deferentialism, it may seem that to acknowledge that there is such a thing as supportive-but-not-conclusive evidence must be to declare allegiance to the inductivist party. Not so, however. There is supportive-but-not-conclusive evidence; but there is no syntactically characterizable inductive logic, for supportiveness is not a purely formal matter.

David Mackay observes that, though the evidence derived from that meteorite is not definitive, "the simplest explanation is early Martian life." He takes for granted that the evidence so far supports the idea of early Martian life because there having been bacterial life on Mars long ago would explain how things come to be as the evidence says. And, whether or not he is right about bacterial life on Mars, he is right to assume a connection between supportiveness and explanation.

The connection is not, however, simply that evidence supports a claim in virtue of the claim's being the best explanation of the evidence. Supportiveness of evidence is not categorical, but a matter of degree. That there is a significantly greater incidence of lung cancer in smokers than in non-smokers, for example, supports the claim that smoking causes lung cancer; but the degree of support is very significantly enhanced by additional evidence of specific genetic damage connected to lung cancer and caused by smoking. Moreover, there is that "mutual reinforcement between an explanation and what it explains." In the example just given, the evidence supports the claim in virtue of the claim's potential to explain the evidence. But the explanatory connection may go either way; in other cases it is a matter, rather, of the evidence potentially explaining the claim. That there is a trough of low pressure moving in a southeasterly direction, for example, supports the claim that Hurricane Floyd will turn north before it reaches the South Florida coast, because there being such a trough of low pressure would explain the hurricane's turning north. So "inference to the best explanation" is too one-directional, and captures only a small part of a larger picture in which degree of supportiveness of evidence is tied to degree of explanatory integration of the evidence with the claim in question.

Explanatory integration is a pretty concept, but not easy to spell out. But it is clear, at any rate, that neither explanation nor, a fortiori, explanatory integration or supportiveness of evidence, can be narrowly logical concepts. For explanation, like prediction, requires the classification of things into real kinds. Knowing that geese migrate south as the weather cools, we predict that when the weather gets cooler this goose will fly south, and explain that this goose flew south because the weather got cooler—which is only possible because classifying something as a goose identifies it as of a kind members of which behave thus and so. There is the same covert generality in the previous examples: e.g., if "trough of low pressure" and "hurricane" didn't pick out real meteorological phenomena connected by real laws, the prediction would be unjustified and the appearance of explanatoriness bogus. Explanatoriness is not a purely logical, but a worldly, concept.

So if we think of supportiveness as a relation among sentences, it will be a vocabulary-sensitive relation, requiring kind-identifying predicates; in other words, it will not be syntactic, a matter of form alone, but broadly semantic, depending on the extensions of the predicates involved. (The point is masked, but not obviated, if we think of supportiveness as, rather, a relation among propositions.) This suggests why scientists so often find themselves obliged to modify the vocabulary of their field, shifting the use of old terms or introducing new ones: a vocabulary can not only be more or less convenient or more or less transparent in meaning, but also—most importantly—more or less successful at identifying kinds of thing, stuff, or phenomenon.

How plausible a crossword entry is depends not only on how well it fits with the clue and any already-completed intersecting entries, but also on how plausible those other entries are, independent of the entry in question, and how much of the crossword has been completed. Analogously, the degree of warrant of a claim for a person at a time depends not only on how supportive his evidence is, but also on how comprehensive it is, and on how secure his reasons are, independent of the claim itself.

A person's evidence is better evidence with respect to a claim, the more (less) warranted his reasons for (against) the claim in question are, independently of any support given them by that claim itself. So (in line with the second possible way of handling weakly believed reasons) we can include a proposition among a person's reasons if he gives it any degree of credence, without giving partially believed reasons more weight than we should: for the unhedged "p" or "q" included as proxy will be less independently secure than the hedged "possibly p" or "maybe q" that would more accurately represent the person's low degree of credence. A weakly believed reason for a claim will contribute less to its warrant.

Although the independent security clause mentions warrant, there is no vicious circularity. In a crossword, the reasonableness of an entry depends in part on its fit with other entries, and hence on how reasonable they are, independent of the entry in question. Similarly, the warrant of a claim depends in part on the warrant of other claims that support it, independent of any support given to them by the claim itself. This interlocking of mutually supportive claims and theories no more conceals a vicious circle than the interlocking of mutually supportive cross-
WARRANT—THE SOCIAL CONCEPTION

Now let me turn to the warrant of a claim for a group of people. In 1954 George Gamow set up the RNA Tie Club, a group of 20 people—one for each amino acid—devoted to figuring out the structure of RNA and the way it builds proteins. Each member was to have a black RNA tie embroidered with green sugar-phosphate chain and yellow purines and pyrimidines, and a club tie-pin carrying the three-letter abbreviation of his assigned amino acid; later there was even RNA Tie Club stationery, with a list of officers ("Geo Gamow, Synthesizer, Jim Watson, Optimist, Francis Crick, Pessimist, . . .").

Very few scientific communities, however, are as definitely identifiable as this; the notion of a scientific community is notoriously vague, and specifying criteria for what is to count as a scientific community, let alone for what is to count as one such community, is a formidable task.

In fact, "the" scientific community to which philosophers of science sometimes optimistically refer is probably more mythical than real; the reality is a constantly shifting congeries of sub-communities, some tightly interconnected and some loosely, some nested and some overlapping, some short-lived and some persisting through several generations of workers. So it is just as well that I can sidestep the awkward problems about the individuation of scientific communities and sub-communities, because my present task is to specify on what the degree of warrant of a claim depends for any collection of scientists, whether that collection is a close-knit sub-community or a scattered or gerrymandered group.

"One man's experience is nothing if it stands alone," wrote C. S. Peirce, meaning that its engagement of many people, within and across generations, is one of the great strengths of the scientific enterprise. He was right; and not least because this enables the sciences to extend their evidential reach far beyond that of any individual. But it is not an unmixed blessing. For in any group of scientists there will likely be disagreements both about the claim the warrant of which is at issue, and about the reasons for or against that claim; experiential evidence, furthermore, is always some individual's experiential evidence; and in even the most close-knit group of scientists there will be failures of communication, with each member having only imperfect access to others' evidence.

Given that different individuals within a group of scientists may disagree not only in the degree of credence they give the claim in question, but also in their background beliefs, we can't construe the group's evidence as a simple sum of all the members' evidence. But the crossword analogy suggests a way to overcome this first difficulty. Think of several people working on the same crossword, agreeing that 2 down is "egregious," and 3 across "gigantic," but disagreeing
about 4 across, which some think is “intent,” and others think is “intern.” What would determine how reasonable, given the evidence possessed by this group of people, an entry which depends on 4 across is? Presumably, how reasonable it is if the disputed entry is either “intent” or “intern” (or equivalently, since the rival entries agree in their first letters, if the last letters are either “nt” or “rn.”) Similarly, where there is disagreement in background beliefs within a scientific community, the best approach may be to construe the group’s evidence as including not the conjunction of the rival background beliefs, but their disjunction. However, this one-size-fits-all solution will need considerable adjustment to accommodate disagreements of different shapes and sizes: the community may, for example, be more or less evenly divided, or there may be just one dissenter.

It is always an individual person who sees, hears, remembers, etc. In scientific work, however, many people may make observations of the same thing or event; of an eclipse from observatories in the northern and in the southern hemispheres, for example. By observing the same thing or event from different places, scientists have access to more of the information the thing or event affords. And by having several people make the same observation, they can discriminate the eccentricities of a particular individual’s perceptions from what can be perceived by all normal observers. Sometimes one person claims to be able to see what no one else can: all the observations supposedly confirming that a homeopathic dilution of bee-venom degranulates blood cells, apparently, were made by one observer, Elisabeth Davenas. In such circumstances, either the person involved is an especially talented observer (as Jacques Benveniste maintains Mlle Davenas is), or else he or she is, as we say, “seeing things” (as John Maddox and the team he sent from Nature to investigate the work of Benveniste’s lab maintain Mlle Davenas must be).

In relying on others’ observations, scientists depend on those others’ perceptual competence, on the working of the instruments on which they rely, and on the honesty and accuracy of their reports. It is a matter, not simply of mutual trust, but of justified mutual confidence (usually grounded implicitly in the observer’s, or the instrument’s, credentials). Scientists will reasonably take into account that an observer’s commitment to this or that theory may make him reader to notice some aspects of what he or she sees than others; and if they have grounds for suspecting the observer of perceptual defect, instrumental failure, dishonesty, or self-deception—whether directly or, as with those homeopathy experiments, because the supposed results are so extraordinary—they may reasonably doubt the reliability of his or her observational reports. In a group of scientists, even if each has his own experiential evidence, most depend at second hand on others’. So the warrant of a claim for the group will depend in part on how reasonable each member’s confidence is in others’ reports of their observations; and in part (now I turn to the third difficulty mentioned earlier) on how good communication is within the group.

It hardly seems appropriate to allow that a claim is warranted for a group in which evidence is not shared, but merely scattered: as with two scientists centuries apart, the later quite unaware of the work of the earlier, or with rival research teams neither of which has ever seen the other’s reports. We would not count a claim as well warranted for a group of people, even if between them they possess strong evidence for it, unless that evidence is communicated among the members of the group. Only when their evidence is shared—as when the several people working on the same part of the crossword puzzle are all able to look over the others’ shoulders—can their joint evidence warrant a claim. “Efficiency of communication” covers a whole range of issues: how effectively refereeing and publishing processes ensure that good work is published quickly, and not drowned in a sea of worthless busywork; how good the means are of finding relevant material; how far conferences manage to be occasions for genuine communication and mutual education rather than mere self-promotion and networking; how cogently and clearly work is presented.

So we could think of the degree of warrant of a claim for a group of scientists as the degree of warrant of that claim for a hypothetical individual whose evidence is the joint evidence of all the members of the group, only construed as including not the conjunctions but the disjunctions of disputed reasons, and discounted by some measure of the degree to which each member is justified in believing that others are reliable and trustworthy observers, and of the efficiency or inefficiency of communication within the group.

WARRANT—THE IMPERSONAL CONCEPTION

Now I can say something about the impersonal conception, of the degree of warrant of a claim at a time, simpliciter.

When, looking at science from the outside, you wonder which claims and theories are well and which poorly warranted, it is this impersonal conception which is most salient. But to say that a claim or theory is well or poorly warranted at a time must be understood as an elliptical way of saying that it is well or poorly warranted by the evidence possessed by some person or some group of people at that time. And since a claim may be well warranted for this group or person, but poorly warranted for that group or person, the question is on whose evidence “impersonal” warrant is appropriately taken implicitly to depend.
WARRANT, JUSTIFICATION, AND CONFIRMATION

Now I can tackle the question of the relation of warrant to such other concepts as justification and confirmation.

For a claim to be warranted to some degree, I shall require (not that the evidence indicate that the claim is more likely than not, but) only that the evidence indicate that the claim is non-negligibly likely. The claim that $p$ is well warranted for an individual if his evidence strongly indicates that $p$; the claim is fairly warranted for him if his evidence fairly strongly indicates that $p$; it is weakly warranted for him if his evidence weakly indicates that $p$; and it is unwarranted for him if his evidence does not indicate that $p$—whether because it indicates that not-$p$, or because it is too impoverished even weakly to indicate either $p$ or not-$p$.

That a claim is highly warranted for a person doesn’t guarantee that he is in good epistemic shape with respect to that claim. A scientist may accept a claim, with greater or lesser confidence, as true; or accept its negation, with greater or lesser confidence, as true; or give no credence either to the claim or to its negation. Ideally, he would give $p$ the degree of credence it deserves. But he may fall short of this ideal either because $p$ is well warranted for him, but he gives it too little credence, or because $p$ is poorly warranted for him, but he gives it too much credence. These failings may be described, respectively, as underbelief and overbelief.

Moreover, it may not be the evidence a scientist possesses that moves him to give a claim whatever degree of credence he does. He may give some degree of credence to a claim because he is impressed by the fact that an influential figure in his profession has endorsed it, or because he very much wants things to be as the claim says, or, etc. In such a case I shall say that, even if the claim is warranted for him, he is not justified in giving it the degree of credence he does.21 (Note to Karl Popper: justification, in the sense just explained, is a partly causal notion; and experiential evidence can contribute to the justification of a person’s belief precisely by contributing causally to his accepting it.)

At any time, some scientific claims and theories are well warranted; others are warranted poorly, if at all; and many lie somewhere in between. Sometimes several competing claims may all be warranted to some degree. When no one has good enough evidence either way, a claim and its negation may be both unwarranted; in which case, the best option is—admitting that at the moment we just don’t know—to seek out more evidence, and to rack our brains for other candidate hypotheses.

Most scientific claims and theories start out as informed but highly speculative conjectures; some seem for a while to be close to certain, and then turn out
to have been wrong after all; a few seem for a while to be out of the running, and then turn out to have been right after all. Many, eventually, are seen to have been right in part, but also wrong in part. Some mutate, shifting in content to stand up to new evidence in an adapted form. Ideally, the degree of credence given a claim by the relevant scientific sub-community at a time—assuming we can give some sense to this not entirely straightforward idea—would be appropriately correlated with the degree of warrant of the claim at that time. The processes by which a scientific community collects, sifts, and weighs evidence are fallible and imperfect, so the ideal is by no means always achieved; but they are good enough that it is a reasonable bet that much of the science in the textbooks is right, while only a fraction of today's frontier science will survive, and most will eventually turn out to have been mistaken. Only a reasonable bet, however; all the stuff in the textbooks was once speculative frontier science, and textbook science sometimes turns out to be embarrassingly wrong.

I shall say that a claim is confirmed when additional evidence raises its degree of warrant, the degree of confirmation depending on the increment of warrant. Thus construed, the concept of confirmation is not only distinct from, but presupposes, the concepts of warrant and supportiveness. Some Old Deferentialists, however, used "confirm" indifferently for supportiveness, warrant, and confirmation. The confusions such ambiguities generate linger on in, for example, the still-common idea that evidence already possessed at the time a theory was proposed cannot support it; which seems plausible only if supportiveness and confirmation are run together.22

In my usage, we can describe evidence as confirming a claim (1) when new evidence, i.e., evidence not previously possessed by anyone, raises its degree of warrant; (2) retrospectively, when a claim previously already warranted to some degree became more warranted when such-and-such then new, but now familiar, evidence came in; or (3) to assess the degree of warrant of a claim first relative to such-and-such evidence, and then relative to that evidence plus additional evidence not previously included in the reckoning.

This suggests a way of approaching an old controversy about whether true predictions are especially confirmatory. On the one hand, it is certainly impressive when astronomers predict that Halley's comet will reappear or that the sun will be eclipsed at such-and-such a future time, and turn out to be right. On the other hand, it is certainly puzzling how the fact that a statement is about the future, in and of itself, could endow it with any special epistemological importance. The explanation is that, though the intuition that successful prediction can be strongly confirmatory is correct, the reason is not simply that it is a true pre-
diction. Verification of a prediction derived from a claim is always new evidence, in the sense required by (1) or (retrospectively) by (2). However, new evidence may concern past events, and not only future ones; e.g., if an astronomical calculation has the consequence that there was a solar eclipse at such-and-such a time in ancient history, and then new evidence is found that in fact there was, this true "postdiction" confirms the theory no less than a true prediction would do. Moreover, additional evidence in the sense of (3), even if it is not new evidence in the sense of (1) or (2), may also be confirmatory.

Thus far, I have said only that confirmatory evidence raises the degree of warrant of a claim. In ordinary usage, however, "confirm" is quite often used comparatively, to indicate that additional evidence warrants ρ over some rival q. We might say that additional evidence which raises the degree of warrant of ρ but lowers the degree of warrant of q "confirms ρ over q." In ordinary usage, again, "confirm" also often carries a suggestion that the claim confirmed is now not merely more warranted, but firmly warranted. We might say that additional evidence that raises the degree of warrant of ρ beyond some specified cut-off point is "strongly confirmatory."

You may have noticed that though I have talked in terms of degrees of credence, degrees of warrant, and degrees of confirmation, and occasionally of likelihoods, I have thus far rather pointedly avoided "probable." By now, the reason should be pretty obvious: the classical calculus of probabilities, originally devised to represent the mathematics of games of chance, looks like a poor match for degrees of warrant. It could hardly constitute a theory of warrant, if this concept is as subtle and complex as it seems to be. Nor could it constitute a calculus of degrees of warrant; for the probability of ρ and the probability of not-ρ must add up to 1, but if there is insufficient evidence either way, neither a claim nor its negation may be warranted to any degree. For example, scientists now believe that mad-cow disease is caused by prions, protein molecules abnormally folded up in the cell;23 but neither this claim nor its negation was even intelligible until the concept of macromolecule was developed, and neither was warranted to any degree until the significance of the folding of macromolecules began to be understood, and mad-cow disease was identified.

Naturally, given my reservations about probabilism generally, I am disinclined towards Bayesianism specifically (nor have I forgotten that even so determined a probabilist as Carnap warns of the dangers of putting too much epistemological weight on Bayes' theorem). Of course, there's nothing wrong with the theorem itself, qua theorem of the calculus of probabilities; and presumably, when they engage in statistical reasoning, scientists sometimes calculate probabilities in a Bayesian way. However, as even the most enthusiastic Bayesians
acknowledge, degrees of credence, construed purely descriptively, need not satisfy the axioms of the calculus of probabilities; they may not be coherent. And if, as I argued above, degrees of warrant need not satisfy the axioms of that calculus either, then there is good reason (over and above familiar worries about where the priors come from) for denying that Bayes’ theorem could be an adequate model of scientists’ readjustments of degrees of warrant in the light of new evidence.

Complex and diffuse as it is, evidence is a real constraint on science. And though the degree of warrant of a claim at a time depends on the quality of some person’s or some group’s evidence at that time, the quality of evidence is not subjective or community-relative, but objective.

However, it doesn’t follow from the objectivity of evidential quality that it is transparent to us. In fact, judgments of the quality of evidence depend on the background beliefs of the person making the judgment; they are perspectival. If you and I are working on the same crossword, but have filled in the much-intersected 4 down differently, we will disagree about whether the fact that an entry to 12 across ends in an $F$, or the fact that it ends in a $T$, makes it plausible. If you and I are on the same hiring committee, but you believe that handwriting is an indication of character while I think that’s all nonsense, we will disagree about whether the fact that a candidate loops his $f$s is relevant to whether he should be hired—though whether it is relevant depends on whether it is true that handwriting is an indication of character.

Quite generally, a person’s judgments of the relevance of evidence, and hence of how comprehensive this evidence is, or of how well this claim explains those phenomena, and hence of how supportive it is, are bound to depend on his background assumptions. If he thinks fur color is likely to vary depending on climatic conditions, he will think it relevant to a generalization about the varieties of bear whether the evidence includes observations from the Arctic and the Antarctic; if he thinks the structure as well as the composition of a molecule determines how it functions, he will insist on asking, as Roger Kornberg reports that with the advent of structural chemistry molecular biologists began to do, “[h]ow do you do it with nuts and bolts; how do you do it with squares and blocks and the sorts of thing that we know molecules are made of?”24 And so on.

When there are serious differences in background beliefs between one group of scientists and another, there will be disagreement even about what evidence is relevant to what, and about what constitutes an explanation—disagreements that will be resolved only if and when the underlying questions are resolved (or which may, as Max Planck famously observed, just fade away as the supporters of one

side to the dispute retire or die off).25 What has been taken for paradigm-relativity of evidential quality is a kind of epistemological illusion; again as in the graphology example, whether evidence is relevant, whether this is a good explanation of that, how strong or weak this evidence really is, how well or poorly warranted this claim actually is, is an objective matter.

Sometimes scientists know that they don’t have all the evidence relevant to a question; and sometimes they have a pretty shrewd idea what the evidence is that they need but don’t have. But sometimes, given the evidence they have, they may be unable to judge, or may misjudge, whether or what additional evidence is needed. They can’t always know what it is that they don’t know; they may not, at a given time, have the vocabulary to ask the questions answers to which would be relevant evidence. Nor can they always envision alternative hypotheses which, if they did occur to them, would prompt them to revise their estimates of the supportiveness of their evidence. And so on. Since evidential quality is not transparent, and scientists can only do the best they can do, a scientist may be reasonable in giving a claim a degree of credence which is disproportionate to the real, objective quality of his evidence, if that real quality is inaccessible to him. Reasonableness, so understood, is perspectival.

TO ILLUSTRATE: THE EVIDENCE FOR THE DOUBLE HELIX

Thus far, this has all been quite austerity, not to say agonizingly, abstract. To make the picture more concretely vivid, I shall look at Watson and Crick’s evidence for their model of the structure of DNA; but first let me give a brief sketch of some landmarks in the history of genetics and molecular biology.

When, a century before Watson and Crick’s breakthrough, Darwin proposed the theory of evolution, he implicitly accepted a blending theory of inheritance (which in fact posed difficulties for evolution). Unknown to Darwin, Mendel was already working out the particulate theory; but Mendelian genetics were not integrated with the theory of evolution until the 1930s.

The fourth edition of a standard text on the mechanisms of heredity, published in 1951, shortly before Watson and Crick’s breakthrough, summarizes what was then known: that genes are carried in sperm or eggs or both, since only these bridge the gap between generations; that generally, within a species, sperm and egg contribute equally to inheritance of genes; that since, though the egg has quite a lot of cytoplasm, the sperm is almost all nucleus, the nucleus must be the essential part of the gamete for transmission of genes; that of the constituents of
the nucleus, only chromatin material is accurately divided at mitosis and segregated during maturation; that there are striking parallels between the behavior of genes as seen in the results of breeding and the behavior of chromosomes as seen under the microscope; so that "it would appear to be an inescapable conclusion that Mendelian genes are carried in the chromosomes."²⁶

The stuff we now know as DNA was discovered in 1869 by Friedrich Miescher, who called it "nuclein" because it was a component of the cell nucleus distinct from the proteins; he thought its chief function was to store phosphorous. By 1889 Richard Altman had succeeded in obtaining nuclein free of protein, and had suggested the name "nucleic acid."²⁷

In the early twentieth century it was assumed that most polymeric molecules were aggregates of much smaller molecules. The idea of a macromolecule, the kind to which we now know DNA belongs—very long molecules held together by covalent bonds and compactly folded in the cell—was first introduced by Hermann Staudinger in 1922. It was so controversial that in 1926, when Staudinger presented the idea at the Zurich Chemical Society, several distinguished members of the audience tried to dissuade him, and by the end of the meeting he was reduced to "shouting 'Hier stehe ich, ich kann nicht anders' in defiance of his critics."²⁸

For a good while protein was thought to be the genetic material. According to the tetranucleotide hypothesis, usually attributed to Phoebus Levene,²⁹ DNA was built up of the four nucleotides following each other in a fixed order, and so was too simple a molecule to carry the genetic information (which was why, in 1944, Avery was reluctant publicly to draw what now appears to be the obvious conclusion of his work). But by 1950 the tetranucleotide hypothesis had been ruled out by Erwin Chargaff's evidence that the bases in DNA occur in widely varying proportions in yeast, bacteria, oxen, sheep, pigs, and humans. The specificity that could be carried by different sequences of nucleotides, Chargaff realized, "is truly enormous." And yet there is a remarkable uniformity among this diversity—an almost exact equivalence in the ratio of purines to pyrimidines; "whether this is accidental," Chargaff continued, "cannot yet be said."³⁰

By the time Watson and Crick got interested in the composition and structure of genes and the transmission of inherited characteristics, the conjecture that protein is the genetic material had been ruled out not only by Avery's work (which showed that bacterial virulence was contained in nucleic acid rather than protein), but also by Hershey and Chase's radioactive tracing (which showed that it is not the protein but the DNA of a bacteriophage that enters the bacterium and multiplies).³¹ In The Double Helix Watson describes those who still regarded the evidence for DNA over proteins as inconclusive as "cantankerous fools who unfailingly backed the wrong horses."³² Hence the laconic opening paragraph of the paper on which I shall rely (not the very short paper in which Watson and Crick first announced their discovery, but the longer and more detailed piece, published the same year, in which they suggested a mechanism for DNA replication),³³ observing that "it would be superfluous to discuss the importance of DNA."

Perhaps it isn't quite superfluous, however, to slip in a few words to give you an idea of the scale of the thing. The measurements on which Watson and Crick rely are in angstrom units, an angstrom being one ten-billionth of a meter. Or if you prefer, here is John Kendrew writing in imperial feet and imperial inches: "All the DNA in a single human being would reach right across the solar system," and yet "[s]omehow three feet of it must be wrapped in a single cell perhaps a thousandth of an inch across."³⁴

Taking for granted that DNA carries the genetic specificity of viruses and must therefore be capable of exact self-replication, Watson and Crick present chemical and physical-chemical evidence indicating that DNA is a long fibrous molecule folded up on itself in the cell; evidence that the fiber consists of two chains; evidence that its structure is a double helix of two complementary chains; and a possible mechanism by which such a structure could undergo the exact self-replication required to carry genetic information.

They begin with what is known about the chemical formula of DNA: a very long chain, the backbone of which is made up of alternate sugar and phosphate groups, joined together in regular 3' 5' phosphate di-ester linkages, with a nitrogenous base attached to each sugar, usually one of four kinds (the purines, adenine and guanine; and the pyrimidines, thymine and cytosine). The structure is regular in one respect (the internucleotide linkages in the backbone), but irregular in another (the sequence of the different nucleotides in the bases stacked inside). Physico-chemical analysis involving sedimentation, diffusion, light scattering and viscosity measurements indicate that DNA is a very asymmetrical structure approximately 20 Å wide and many thousands of angstroms long, and relatively rigid. These results are confirmed by electron microscopy, revealing very long thin fibers about 15–20 Å wide.

The evidence for two chains comes mainly from X-ray diffraction work using the sodium salt of DNA extracted from calf thymus, purified and drawn out into fibers. These indicate that there are two forms of DNA: the crystalline A form, and the less ordered paracrystalline B form, with a higher water content. X-ray photography indicates how far apart the nucleotides are spaced; and the measured density of the A form, together with the cell dimensions, show that there must be two nucleotides in each such group, so it is very likely that the
crystallographic unit consists of two distinct polynucleotide chains. Correspondence of measurements indicates that the crystallographic unit and the fiber studied by electron microscopy are the same.

All this suggests that DNA must be regular enough to form a three-dimensional crystal, despite the fact that its component chains may have an irregular sequence of purine and pyrimidine nucleotides; and, as it contains two chains, these must be regularly related to each other. “To account for these findings” Watson and Crick propose

a structure in which the two chains are coiled around a common axis and jointed together by hydrogen bonds between the nucleotide bases. Both chains follow right-handed helices, but the sequences of the atoms in the phosphate-sugar backbone run in opposite directions and so are related by a dyad perpendicular to the helix axis. The phosphates and sugar groups are on the outside of the helix while the bases are on the inside. [To fit the model to observations of B-type DNA] our structure has a nucleotide on each chain every 3.4 Å in the fiber direction, and makes one complete turn after 10 such intervals, i.e., after 34 Å. Our structure is a well-defined one and all bond distances and angles, including van der Waal distances, are stereocchemically acceptable.

...The bases are perpendicular to the fiber axis and jointed together in pairs...only certain pairs will fit into the structure [since] we have assumed that the backbone of each polynucleotide chain is in the form of a regular helix. Thus, irrespective of which bases are present, the glucosidic bonds (which join sugar and base) are arranged in a regular manner in space...The result is that one member of a pair of bases must always be a purine and the other a pyrimidine, in order to bridge between the two chains. (p. 125)

Acknowledging that this model has not yet been proven correct, they observe that three kinds of evidence support it: X-ray evidence of the B form strongly suggests a basically helical structure, with a high concentration of atoms on the circumference of the helix in accordance with a backbone-out model, and indicates that the two polynucleotide chains are not spaced equally along the axis but are displaced from each other by about three-eighths of the fiber axis (X-ray evidence of the A form is more ambiguous); the anomalous titration curves of undergraded DNA with acids and bases strongly suggests that hydrogen bond formation is characteristic of the structure; the analytical data show that, though the ratio of adenine to cytosine can vary, the amount of adenine is close to that of thymine, and the amount of guanine is close to that of cytosine plus 5-methyl cytosine—Chargaff’s rules—a “very striking result” suggesting a structure involving paired bases.

“We thus believe that the present experimental evidence justifies the working hypothesis that the essential features of our model are correct...” Watson and Crick conclude; and go on to suggest that, on this assumption, each of the complementary DNA chains might serve as a template for the formation of itself of a new companion chain.

Just about all the essential ingredients of my analysis of the concepts of evidence and warrant are found in this example: degrees of warrant, shifting over time; confirmation, increment of warrant, as new evidence comes in; the sharing of evidential resources; positive evidence and negative; observational evidence and reasons working together; the role of special instruments and techniques of observation; the ramifying structure of evidence; supportiveness, independent security, and comprehensiveness as determinants of evidential quality; the intimate connection of supportiveness with explanatory integration, and hence its sensitivity to the identification of kinds.

By the time Watson and Crick started their work, they could take for granted that they were dealing with a kind of molecule (of which there turned out to be two, and by 1980, when DNA with a left-handed twist—Z-DNA—was found, three, forms) of a type, the macromolecules, the structures of which were gradually being solved; and which conformed to these and those known chemical categories and laws.

Watson and Crick’s evidence includes both experimental/observational results, and other biological, chemical, etc., presumed knowledge. Their observational evidence relies on all kinds of complicated techniques and equipment (electron microscopy, X-ray crystallography, procedures for extracting and purifying the material under investigation, titration, sedimentation, etc., etc.). The reliability of these depends, in turn, on other background theory and other observational evidence.

Much of their evidence is drawn from the work of others—Franklin’s X-ray photography, Chargaff’s rules, etc., etc. In the notes to the paper on which I am focusing, twenty-three other papers are cited; but this is only the tip of an enormous iceberg, for Watson and Crick also depend implicitly on a vast body of what could by that time be simply taken for granted as background knowledge.

Because its presentation in speech or writing is of necessity linear, it can seem that the structure of evidence must likewise be chain-like. But the case at hand shows how far this is from the truth. The evidence Watson and Crick present, and the background knowledge they take for granted, cannot plausibly be construed in any simple linear form. It is a matter, rather, of ramifying clusters of evidence: the crossword analogy comes not only to my mind, but also, independently, to Paul Meehl’s—to indeed, given Watson and Crick’s puzzling
over A (adenine), G (guanine), T (thymine), and C (cytosine), the analogy is just about irresistable.

There is mutual support: of the double-helical model by its ability to explain self-replication of the gene, of the explanation of self-replication by the model; of the model by its consonance with Chargaff's rules, of the biological significance of those rules by their consonance with the model; of the interpretation of those X-ray photographs as suggesting a double helix by theoretical crystallographic considerations, of the significance of those techniques by the explanatory power of the double-helical model; and so forth. There is a pervasive interdependence of perceptual evidence and background knowledge: of patterns observed in X-ray photographs and theoretical considerations about X-ray crystallography, and so on.

Watson and Crick rule out this or that hypothesis as inconsistent with what is (they think, reliably enough) known; as Crick was later to observe, solving a problem of any complexity requires a whole sequence of steps, and since any false move may put one on entirely the wrong track, "it is extremely important not to be trapped by one's mistaken ideas." And as new evidence comes in they assess and reassess the likelihood that their model is correct, much as one might assess the reasonableness of a crossword entry: given these and those completed entries, given that they seem to be sufficiently warranted, this conjecture about the solution to 5 down can be ruled out, that one looks likelier.

They argue for the consistency of their hypothesis with what is already known/observed; and for its ability to suggest the mechanism whereby a phenomenon known to occur could take place. They allude to grounds for believing in the reliability of the techniques on which they depend; and they point to additional evidence which, were it obtained, would raise or lower the likelihood that their hypotheses are true.

Watson and Crick express considerable but not perfect confidence in their structure for DNA, less in their proposed duplication scheme. Already by the time of the longer paper cited here they are more confident of their double-helical structure than they had been in the briefer papers earlier the same year—more evidence had already come in. The relatively lower degree of warrant of their account of the duplication of DNA is due to difficulties which they can only hope are "not insuperable." In fact, it was not until the early 1980s, when the rival hypothesis of side-by-side chains, which made the problem of how the two chains separated seem easier, was ruled out, that the double-helical structure of DNA was, as Crick writes, "finally confirmed."
term, but a kind predicate; and that even in the simplest cases of support of a scientific generalization by observed instances, laws and kinds are implicitly involved.

We know that in some species of bird many color-schemes are found, that in some there are differences of color between males and females, or differently colored varieties in different climatic zones, or seasonal changes of plumage; and that there are occasional albinos. The class of all ravens being, though finite, unsurveyable, we have to discover—checking males and females, temperate and non-temperate varieties, summer and winter plumage, etc.—what knot of properties holds of all things of the kind, and what properties hold of only some, and which, and why. That’s why (as with Chargaff’s work on DNA) we are concerned with variation of instances, more interested in a black female raven than yet another black male, in a black raven from the Arctic than yet another black raven from a temperate zone, and in a black swan or a blue parrot than a white shoe or a red herring.

Goodman’s puzzle is called the “new riddle of induction” because it relocates Hume’s old problem: since not all, but only some, predicates are inductively projectible, we should ask, not how we can know that unobserved instances will be like observed instances, but which predicates are projectible, and why—why, in particular, “green” but not “grue.” “Grue,” as Goodman characterizes it, “applies to all things examined before t just in case they are green but to other things just in case they are blue.” The paradox is that at t the hypothesis that all emeralds are grue, which predicts that emeralds subsequently examined will be blue, is as well “confirmed” as the hypothesis that all emeralds are green, which predicts that emeralds subsequently examined will be green. From a narrowly logical point of view, the relation of “all so far observed emeralds have been green” to “all emeralds are green” is the same as the relation of “all so far observed emeralds have been grue” to “all emeralds are grue.” But, though the raven paradox gave him no qualms about the formal conception of “confirmation,” Goodman acknowledges that the difference between “green” and “grue” is not narrowly logical.

According to Goodman, the relevant difference between “green” and “grue” must be socio-historical: only predicates entrenched in scientific usage are projectible. This sounds as if it would impose a crippling conceptual conservatism on the scientific enterprise. According to Quine, the relevant difference is in a broad sense semantic, to do with the extension of the term: only natural-kind predicates are projectible. This sounds as if it relies on the strange idea that green things—grass, zucchini, kiwi fruit, certain Chrysler vehicles, many lawn-mowers, a few of the shirts in my wardrobe, etc., etc.—constitute a natural kind.

But there is an element of truth in Goodman’s answer which, properly understood, can be combined with an element of truth in Quine’s to yield a more plausible solution: entrenchment in the language of science is not a simple historicosociological accident, but an indication (albeit, of course, a fallible indication) of the intermeshing of evidence and of the intimate relation to the world to which scientific language aspires.

As earlier I set aside the problem that “black” occurs in Webster’s definition of “raven,” so now I will set aside the problem that Webster’s definition of “emerald” is “a rich green variety of beryl” (and that “emerald,” like “raven,” is sometimes used as an adjective of color). The grue hypothesis doesn’t entail that any emerald will change color; but it does entail that any emerald first examined after t will be blue and not green. On the conveyor belt coming out of the deep, dark mine, the emeralds that emerge before t are green, while those emerging after that time will be blue; the new blades of grass first visible in the lawn the day after t, unlike the old, green blades still there from the day before, will be blue; and so on.

The evidence we have about the color of emeralds is not simply that all so far observed emeralds have been green and that all so far observed emeralds have been grue (which is as implausible as the idea that “this is black and this is a raven” might be all the evidence we have relevant to the color of ravens); it is a whole mesh of evidence about the composition of gemstones, the optics of color perception, etc. None of this evidence offers any encouragement to the idea that mineral composition, or optical laws, etc., might be different at different times; nor, therefore, to the idea that emeralds first examined after some future time t will be blue. And all this is itself part of a much larger clump of crossword entries; for the new riddle of induction isn’t just about grue emeralds, but also about blite ravens, whack polar bears, etc.

But couldn’t there be a language in which “grue” and “bleen” were primitive, and “green” and “blue” defined? And if we used such a language, wouldn’t all our evidence speak the other way? If you think in narrowly logical terms, the possibility of such a language seems undeniable. But how could such a language be learned? We understand “grue” because we understand “green” and “first examined before t”; and we understand “green” because our visual apparatus is sensitive to light of such-and-such wavelength. So we can be trained to use “green” in the presence of emeralds, grass, zucchini, kiwi fruit, etc. It is not clear to me, however, that we could learn “grue” and “bleen” from scratch.

Still, suppose for the sake of argument that we could; and that a grulor-vocabulary, with “grue” and “bleen” primitive and “green” and “blue” defined by reference to a time t before now—say, the beginning of 2000—had been
entrenched. By now, presumably, scientists would have noticed that new blades of grass are coming up bleen, not grue, and that the sapphires now coming out of the mine are grue, not bleen; and so, presumably, would have begun to suspect that something was badly wrong with their physics of color (or gruler) and their optics of color- (or gruler-) perception.

To be sure, it is possible that there are singularities of which we are not yet, and perhaps even of which we could never, be aware. If there were, we might never get things right. But this is only to recognize the imperfection of our epistemic condition.

Grue emeralds and red herrings haven’t played a significant role in encouraging the New Cynics’ disenchantment with the ideas of evidence, warrant, etc.; but Quine’s underdetermination thesis has not only encouraged constructive empiricism and other kinds of non-realism in mainstream philosophy of science, but also played a very significant role in the New Cynicism. It is cited by Feyerabend on the one hand of philosophy of science, by Longino and Nelson on the other hand of science criticism, by Bloor and Collins in sociology of science—all of whom, with many others, take it as a radical threat to the objectivity of evidential quality, warrant, etc.

Sometimes, it seems, cynics simply invoke Quine’s authority in support of the idea that when the evidence available at a given time is insufficient to decide between rival theories, it is okay to decide on political grounds which to accept. But since Quine’s thesis is presumably focused on the strictly theoretical, political considerations seem simply out of place. Is Quark theory or Kurk theory politically more progressive?—the question makes no sense. Beyond this, however, there are difficulties about just what thesis, or theses, “underdetermination” refers to, and what the grounds are for believing it, or them, to be true.

Distinguishing several variants, Larry Laudan argues in effect that “underdetermination” runs together claims which are true but not radical (e.g., “theories are not logically implied by their positive instances”), with claims which are radical but not true (e.g., “every theory is as well supported by the evidence as any of its rivals”). Though I would take issue on many details, and prefer to his replace his “confirmed by positive instances,” etc., with a different vocabulary, Laudan’s strategy has merit. The formula “theories are underdetermined by the data” gestures vaguely towards a whole unruly family of theses: theories are never conclusively verified or falsified, or, theories are never better or worse warranted; for any theory and any evidence, there is always an equally warranted rival theory, or, all theories are equally warranted; theories are underdetermined by all available data, or, by all possible data; by observation statements, or, by evidence in a broader sense; etc. Perhaps underdetermination is true but not radical when “data” and “underdetermination” are interpreted narrowly, radical but not true when they are interpreted broadly.

Taking all the possible permutations and combinations in turn would be a Herculean task; I shall focus here on the interpretation which equates underdetermination with “empirical equivalence”: the thesis that, for any scientific theory, there is another which is empirically equivalent to, but incompatible with, the first. Two theories are empirically equivalent, Quine tells us, just in case they entail the same set of “observation conditionals,” i.e., statements the antecedents of which specify spatio-temporal co-ordinates and the consequents of which apply some observational predicate. Two theories are incompatible just in case, for some statement which follows from one, either its negation or some statement which translates into its negation follows from the other. So for the empirical equivalence thesis even to be stabbable requires a way of distinguishing incompatible theories with the same empirical consequences from notational variants of one and the same theory, and of identifying the class of observation statements constituting the empirical consequences of a theory. The first of these presupposes robust notions of meaning and translation (for, as Quine acknowledges, what look like empirically equivalent but incompatible theories may really be only verbal variants of one another); the second presupposes a clean distinction of observational and theoretical predicates.

But Quine is officially committed to denying both presuppositions! (So perhaps it’s no wonder that the more precisely he formulates the empirical equivalence thesis, the more he hedges his commitment to it.) Quine’s skepticism about the intensional and his thesis of the indeterminacy of translation undermine the first presupposition; and his commitment to the idea that observationality is a matter of degree undermines the second. If Quine is right to reject either or both of those presuppositions, the empirical equivalence thesis is in trouble.

Quite apart from Quine’s views about meaning and translation, it is doubtful that clear criteria for identifying and individuating scientific theories are feasible. Rather, under a single rubric such as “theory of evolution,” familiar terms may take on additional layers of meaning and shed some old connotations, new claims may be added and old claims dropped. But I shall concentrate here on the second presupposition, the observational/theoretical distinction.

When he is giving the empirical equivalence thesis its most explicit articulation, in “Empirically Equivalent Theories of the World,” Quine suggests that those predicates are observational that can be learned ostensively. But this is seriously to backslide from the far more sophisticated account he had given in Word and Object, where he had treated observationality as a matter of degree, and ostensive
and verbal learning as intertwined. And this conception of language-learning (to which the account I spelled out earlier in explaining the relevance of experience to warrant is closely akin) is far superior to the crudely dichotomous account to which Quine resorts when his back is against the wall. It plainly implies, however, that there is no clearly identifiable class of observation statements or observational predicates. And unless there is such a class, the empirical equivalence thesis is not even stable, and a fortiori not true (though not false, either).

As that parenthetical caveat indicates, I am not proposing an “empirical inequivalence” thesis, but repudiating the terms in which Quine’s thesis is stated. At any time, there will be many questions which the available evidence is quite inadequate to settle. Some, at least, will get settled when new evidence—the nature of which we may not yet even be able to imagine—comes in. For example, not long after Henri Poincaré had written that, while Fresnel believed that vibration is perpendicular to the plane of polarization, and Neumann believed it was parallel, “we have looked for a long time for a crucial experiment that would decide between these two theories, and have not been able to find it,” the question was settled by an experiment of Heinrich Hertz. Nevertheless, as in a real crossword there might be different words fitting the clue and all the letters determined by intersecting entries, so there may be scientific questions which could never be settled however long scientific inquiry continued. There is no guarantee that even the best evidence we could have would leave no gaps or irresoluble ambiguities. In that case, the most that we could find out by inquiry is that either p or q. But this, again, is only to recognize the imperfection of our epistemic condition.

AND, IN CONCLUSION

This is still quite far from a fully detailed account of the nature and structure of scientific evidence and of what makes it stronger or weaker—more like a preliminary analysis of the chemical composition of those concepts than the detailed account of their molecular structure I would ideally like. How, more specifically, do observation and background beliefs work together? What, more specifically, is involved in such concepts as explanatory integration and kinds, to which I have thus far simply helped myself? What does my long story about evidence and warrant have to do with the truth of scientific claims, or with progress in science? And—what does the question I shall tackle next—what does any of this have to do with the traditional preoccupation with “scientific method”?

NOTES

4. Compare Russell: “individual percepts are the basis of all or knowledge, and no method exists by which we can begin with data... to many observers” (Human Knowledge, p. 8).
5. This sentence must be read in the spirit of the foundationalist account offered in Evidence and Inquiry, chapter 4; not as saying, as a foundationalist would, that experiential beliefs support, but are not supported by, other beliefs.
6. See chapter 2, pp. 35–36.
7. Something like this is suggested by Russell in Human Knowledge, pp. 4, 63ff., 501, 502. Only “something like this,” however, Russell is at pains to point out that ontic definition leaves room for differences in the meaning attached to a word by one individual and by another.
8. The example comes from Popper, from a passage where, rather than denying the relevance of experience, he is insisting on the fallibility of “basic statements.”
9. Both Popper and Van Fraassen, in different ways, distinguish between belief and acceptance, I do not.
10. Proof: From “p & not-p” it follows that p. From “p” it follows that p or q. From “p & not-p” it also follows that not-p. From “not-p” and “p or q” it follows that q. QED.
12. Perhaps it would be desirable to add, as a precaution against a potential parallel difficulty in case the claim in question is necessarily true, that conclusiveness requires that this evidence, but not any evidence whatsoever, deductively imply the claim in question. But I shall set these complications aside.
13. See Routley et al., Relevant Logics and Their Rivals (on relevance, paraconsistent, etc., logics); Haack, Philosophy of Logics, pp. 197–203; and Evidence and Inquiry, pp. 83–84. I was glad to find Thagard independently taking a line quite like mine in his Conceptual Revolutions.
15. Though I arrived at it independently, this is, I now realize, in essence the diagnosis Hempel gave (in his rather confusing vocabulary of “absolute” versus “relative” verification) in 1945, in section 10 of “Studies in the Logic of Confirmation.” See also Hesse, The Structure of Scientific Inference, pp. 130–31.
16. Like Kitcher (The Advancement of Science, chapter 8), I take the epistemology of science to be social in a relatively conservative sense, as involving interactions among individuals.


18. Peirce, Collected Papers, 5:402, second footnote. References to this work will be by volume and paragraph numbers.

19. "[T]he best evidence principle . . . expresses the obligation of litigants to provide evidence that will best facilitate this central task of accurately resolving disputed issues of fact": Nance, "The Best Evidence Principle," p. 233.

20. Watson, Molecular Biology, p. 52.

21. In ordinary English, "warrant" and "justification" are more or less interchangeable; but I am deliberately exploiting the availability of the two words to make a needed distinction. (In Evidence and Inquiry, as here, I took justification to be a partly causal concept; but I did not, as here, also employ the purely evidential notion of warrant.)

22. See, for example, Laudan, "A Critique of Underdetermination," p. 91. See also Mayo, Error and the Growth of Experimental Knowledge, pp. 206 ff., for a discussion of this idea in the context of Popper’s conception of severity of tests.


28. Olby, The Path to the Double Helix, pp. 6–10, quoting (p. 7) Frey-Wysling, "Frühgeschichte und Ergebnisse der submikroskopischen Morphologie," p. 5: Staudinger’s response to his critics may be translated as, "Here I stand; there is nothing else I can do."

29. But see Olby, The Path to the Double Helix, pp. 89 ff. on the accuracy of the attribution.


31. Hershey and Chase, "Independent Functions of Viral Protein and Nucleic Acid in Growth of Bacteriophage."


33. References in what follows are to Watson and Crick, "The Structure of DNA." The two shorter papers published the same year are "Molecular Structure of Nucleic Acids," and "Genetical Implications of the Structure of Deoxyribonucleic Acid."


35. Crick, What Mad Pursuit, p. 73.


37. Crick, What Mad Pursuit, p. 70.

38. Ibid., pp. 71 ff.


40. Ibid., p. 74.

41. Quine, "Natural Kinds."

42. A point due to Judith Thomson, "Grue."

43. It was inevitable, I suppose: shortly after I finished this chapter I read (in Read, "For Parched Lawns, A Patch of Blue") that recently introduced lawn-patching seed mixes, supposed to camouflage dead spots while new grass takes hold, produce patches of azure-blue grass!

44. While the human sensory system perceives intensity of light continuously, it breaks continuously varying wavelengths of light into the more or less discrete units of the color spectrum; and though color vocabularies differ from language to language, they do so, not at random, but in up to eleven basic color units in a particular order. I rely here on Wilson, Consilience, pp. 161–65. He refers to papers by Denis Baylor, John Gage, John Lyons, and John Mollon in Lamb and Bourriau, Colour: Art and Science, and Lumsden and Wilson, Promethean Fire.


46. And quite akin, also, to Hesse’s account (see chapter 2, pp. 45–47). Hesse also notes Quine’s shifts on the question of the observational/theoretical distinction (see The Structure of Scientific Inference, p. 27).

47. Poincaré, Electricité et optique, p. vi.